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Abstract

Textured surface models of three-dimensional objects
are gaining importance in computer graphics applications.
These models often have to be merged from several over-
lapping partial models which have to be registered (i.e. the
relative transformation between the partial models has to
be determined) prior to the merging process. In this paper
a method is presented that makes use of both camera-based
depth information (e.g. from stereo) and the luminance im-
age. The luminance information is exploited to determine
corresponding point sets on the partial surfaces using an
optical flow approach. Quaternions are then employed to
determine the transformation between the partial models
which minimizes the sum of the 3-D Euclidian distances be-
tween the corresponding point sets. In order to find corre-
sponding points on the partial surfaces luminance informa-
tion is linearized. The procedure is iterated until conver-
gence is reached. In contrast to only using depth informa-
tion, employing luminance speeds up convergence and re-
duces remaining degrees of freedom (e.g. when registering
sphere-like shapes).

Index Terms - motion estimation, image registration,
range, intensity, 3D

1. Introduction

For future 3D virtual environments highly realistic three-
dimensional surface models of real objects are needed.
These real models as opposed to synthetic CAD data make
virtual scenes more realistic and lifelike. Apart from the
mere 3D shape the original image information has to be
mapped onto the model’s surface (texture mapping) to yield
a highly realistic result. The problem in creating 360 de-
gree textured surface models of 3D objects stems from the
fact that most of the current systems are not capable of re-
constructing the complete model in a single step without
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some positioning device; instead a sequence of overlapping
partial surface models is created, each describing the object
from a certain viewpoint. These must be registered to find
the correct motion between subsequent viewpoints.

Most of the existing literature dealing with this problem
of registering and integrating partial models into complete,
closed surface models is restricted to either the use of range
data [5][3] or luminance information [117[12][13][14][15].
The first method tries to identify corresponding points on
the partial surfaces mostly using iterative closest point al-
gorithms. They operate shape based and thus lack the abil-
ity of exactly registering sphere-like shapes. Especially in
the case of textured models this leads to inaccuracies in
areas where the texture taken from one viewpoint merges
with that taken of the neighbouring viewpoint. The second
group is mostly based on the essential matrix but often fails
to provide the accuracy to integrate the required number of
viewpoints into a closed, consistent surface model, when
not enough corresponding 2D image points can be found.

Relatively little work has been published in the area of
integrating both range and intensity data in the registration
process[4][2][1].

A novel approach for registration of textured, partial sur-
faces to reconstruct an integrated surface representation of
three-dimensional objects is presented in this paper. It takes
advantage of the ability of some optical range sensors (e.g.
a stereo approach) to record luminance and depth informa-
tion simultaneously. In this research only depth from stereo
was used, but the proposed approach should be applicable
to laser scanners with combined range and intensity mea-
surement as well.

The organisation of this paper is as follows. Section
2. describes the generation of partial surface models using
depth from stereo. In section 3. corresponding point set reg-
istration together with the novel approach to select corre-
sponding points making use of the intensity information is
explained. Some experiments that have been performed on
both synthetic data and real data of a human head are pre-
sented in section 4.



2. Partial surface models from stereo

To reconstruct partial surface models a stereo approach
is used in this research. It is described in detail in [6]. A cal-
ibrated two camera system is used for taking several images
of the object to be modeled. Each camera is represented by
a pinhole camera model. In fig. 1 the used camera model as
proposed by [8] is depicted. It basically consists of the four
vectors ¢, a, h and v. The focal point ¢ describes the cam-
era’s position in world coordinates, while the optical axis
a gives a description of the viewing direction. The image
plane is spanned by v and v. The projection T of a global
point P into the image plane calculates as follows:
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Figure 1. cahv camera model

Two such cameras are rigidly connected to form a stereo
sensor as depicted in fig. 2. Prior to taking the images all
parameters of the two camera system are calibrated using
Tsai-calibration [9]. A global point P is projected into both
camera planes along the so-called lines of sight S; and S,
yielding the image points p; and p,. On the other hand,
given two corresponding image points p; and p, the global
surface point P can be calculated since the relative orienta-
tion of the left and right camera is known by calibration.

To reconstruct the complete 3D-geometry from the two
images all corresponding points have to be found using a
blockmatching algorithm. Fortunately this search is con-
strained to the so called epipolar line which is the projection
of the respective line of sight into the other image plane.
Using a rectification process both images and the cahv pa-
rameters are transformed in such a way that the epipolar
lines are projected onto horizontal image lines. This fur-
ther reduces the costs of finding the displacement between
corresponding image points.

A dynamic programming algorithm is then employed to
perform a line-wise optimisation of all matches on that line.
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Figure 2. The stereoc camera model

A number of different constraints are exploited to enhance
the quality of the result [10]. The resulting map of displace-
ment vectors from left to right image (the so-called disparity
map) is then compared to the one that was obtained in the
opposite direction (i.e. from right to left image). Displace-
ment vectors that cannot be verified in both maps are elimi-
nated to increase measurement reliability. Missing parts are
interpolated to obtain a dense map.

Through calibration each corresponding pair of image
points can be projected into 3D space yielding a cloud of
3D points in the respective camera coordinate system. Al-
ternatively this cloud of points can be stored in a so called
depth map where each pixel describes the distance of the
camera’s focal point to the surface of the object. Figure 3
shows a left/right image pair taken of a human head. In fig-
ure 4 on the left the respective camera oriented depth map
is depicted. For the sake of clarity the depth map was trans-
formed into a 3D surface mesh which is shown in a shaded
view on the right side. The original image information can
later be remapped onto the surface of the model to yield a
photorealistic impression (texturing).

Only the left luminance image together with the calcu-
lated depth map is used for further processing. Several such
partial surfaces, created with the described stereo sensor
from different viewpoints, are needed for an entire 3D shape
description of an object. The determination of the relative
pose within a sequence of such combined range and inten-
sity images is the first processing step in order to fuse the
partial models into a complete 360 degree textured surface
model.



S

Figure 3. Left and right luminance image of a hu-
man head

Figure 4. Calculated depth map and subsampled
cloud of surface points

3. Registration of 3D partial surface models

In this research the resgistration of 3D partial surface
models is divided into two steps. In a first step correspond-
ing points have to be identified on the surface of the two
partial models. In the second step the two extracted point
sets have to be aligned to each other to minimize a cost
function, e.g. the sum over the euclidian point distances.
One way of doing this would be to choose closest points,
register the point sets and repeat the process until conver-
gence is reached. The very time consuming search for clos-
est points is the main problem with that kind of algorithms.
It is therefore replaced by an intensity driven selection of
corresponding point sets.

The next section shortly describes how to register cor-
responding point sets using an quaternion based approach
while section 3.2. introduces the newly proposed selection
of corresponding point sets.

3.1. Corresponding point set registration

The following quaternion based method to register two
corresponding point sets is part of many publications so
only a short summary is given here. The complete algo-
rithm can be found e.g. in [5][7].

A quaternion is a four vector ggr

[909192g3]t, where
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g > 0,63 + ¢? + ¢3 + g3 = 1. It describes a rotation
axis and an angle to rotate around that axis. From such a
unit rotation quaternion a 3 x 3 rotation matrix R can be
calculated as follows:

R =

g +q2 — g% — g2
2(q1492 + 9093)
2(g193 — qoq2)

2(q193 + gog2)
2(g293 + goq1)
@3 +a2—q?—q2

2(q192 — q0g3)
@dt+a-ad-a
2(g293 + q0q1)

Together with a translation vector gp [q1q5q6]¢ the
complete registration state vector g is denoted ¢ = [gr]gr].

Given a destination point set D = {D;} to be aligned
with a corresponding source point set S = {S,} where the
numbers of points Np and Ng in the point sets are equal
and the point D; corresponds with the point S; for all in-
dices ¢, the mean square objective function to be minimized
is

1 Xs
= == Sz — R Di - 2, 3
f(q) e ;ll (qr) qrl| (3)

which is the average point-to-point distance between the
corresponding point sets.

The mean values yp and pg are subtracted from the re-
spective point set. The cross-covariance matrix is calculated
of the sets D and S from which the optimal rotation vector
qr = [90g192g3)t is derived. The optimal translation vector
is calculated as

gr = pus — R(gr)up- )

The calculated registration transformation is applied to the
destination point set D to minimze the sum of euclidian dis-
tances between the two point sets.

3.2. Luminance based selection of corresponding
points

In the following the proposed algorithm to select corre-
sponding point sets using intensity and depth information
is described in detail. For each viewpoint to be registered
an intensity image together with the calculated depth map
is used as a partial surface. The depth map stores for each
image point the distance between the camera’s focal point
and the object surface.

The algorithm tries to register the position of the desti-
nation camera with respect to the source camera which does
not change its position. It works as depicted in figure 5:

Givenasets = {pgl)} of evenly distributed image points
s’
assigned its image intensity [, 5“ and its image gradient gg”.
From the current source camera position and the respective

in the in the source camera. Each image point pgi) is
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Figure 5. Luminance based selection of corresponding points

Py
culated in world coordinates. Each of these points Ps(z) to-
gether with its respective image gradient is projected into
the destination camera at its current position yielding a set

depth map a set S = {Ps(i)} of surface points is cal-

of projected image points sd = {pgg} in the destination
camera. The projected pqints pgg generally will have a dif-
ferent image intensity Iéz) since the destination viewpoint
has not been registered completely yet.
The intensity differences

AT = 19 1) (5)
are then used together with the projected image gradient to
predict corresponding image points pf;):

py =pig +d?, ©)
where d(9 is calculated from
ATG — gsi) d® (7

At the predicted position p((;) in the destination image the

depth is taken from the destination camera’s depth map to
calculate aset D = {Py)} of destination surface points.
The sum f of Euclidian distances d between the two
point sets S = {Ps(i)} and D = {Py)} is then minimized
by a quaternion based approach varying the position of the
destination point set by a transformation T' . The objective
function f(7T') to be minimized is:
A =3 dPP,T(P)), (®)
12
where T specifies a rigid 3-D tranformation consist-
ing of three translations ¢;,t,,t, and three rotation angles
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Tz, Ty, T, (see section 3.1. on details of 7). The minimza-
tion result 7" is applied to the destination camera and its
rigidly connected partial surface. In equation 5 the intensity
signal is linearized so the whole process has to be iterated
until a convergence criterion is met.

3.3. Selection of surface points with high reliabil-
ity

In order to make the algorithm robust and efficient mis-
matches among the corresponding point sets have to be
avoided. To meet this demand several measures are taken
here.

3.3.1. Selection based on image gradient

To reduce computational costs not all points that are con-
tained in a depth map (approx. 100000) are used for point
set matching. Instead a more or less evenly distributed sub-
set of about 3000 points is taken. Thus one important factor
concerning the reliability of the algorithm lies in the proper
selection of a sample from all available surface points. In
this research only points with a high image gradient in the
intensity image are used. In addition the selection takes care
that the chosen points are more or less evenly distributed
over the image. Figure 6 shows an example distribution of
selected surface elements. This selection is performed for
the source camera only (see fig. 5) the corresponding points
in the destination cameras partial surface can be any point
of the respective depth map.

3.3.2. Suppression of invisible matches

Making the registration robust with regard to point mis-
matches requires some extra measures to take. Many prob-
lems when determining the relative pose between partial



Figure 6. Distribution of selected surface points

surfaces stem from their overlapping geometry. Not all parts
of the surface that are visible from one viewpoint will be
seen in the next camera position. On the other hand sur-
face points that are occluded in a camera’s viewpoint can
not be part of the respective surface model. Only the sur-
face points that are contained in both surface models or that
are visible in both cameras respectively are allowed in the
corresponding point sets. All other points have to be dis-
carded. Otherwise the attermpt to match the partial surfaces
would lead to significant errors or even fail.

One way of dealing with that kind of problem is to in-
troduce a threshold for a maximum distance between two
corresponding points. Another possibility could be to calcu-
late a histogram of all point to point distances and ignore a
certain percentage of point pairs with highest distance. The
first solution is only applicable when the partial surfaces are
already very close in the beginning. The latter restricts the
maximum allowed percentage of a partial surface that is not
contained in the other partial model.

The additional intensity information gives an effective
way of tackling that problem. In figure 7 a standard situ-
ation when registering two surfaces is depicted. The point
P; lies on the source partial surface but can not be seen in
the destination camera. Thus no corresponding point can be
found on the destination surface model. The point has to be
discarded. The point P, on the other hand has a correspond-
ing element in the other camera and is used for matching.

To identify the points that are occluded in the destination
camera the partial model of the source camera is approxi-
mated by a triangular mesh. This mesh is rendered into the
destination camera at it’s current position. A point F; then
can be identified as occluded, since the respective line of
sight intersects the partial surface in another point, which is
closer to the destination camera.
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Figure 7. Occluded surface elements during res-
gistration

4. Experimental results

The algorithm has been tested both for a synthetic box-
like object and real data of a human face.

4.1. Synthetic data

As synthetic data a box-like object has been used. A syn-
thetic texture has been mapped to the surface. The resulting
luminance and depth image is shown in figure 8. A S degree
rotated view has been matched to the depicted viewpoint.

Figure 8. Luminance and depth image of syn-
thetic box

The algorithm converged after about 15 iterations and
the rotational deviation could be determined to within 0.1
degree. Figure 9 shows the convergence behavior of the
angles for the described example, figure 10 depicts the con-
vergence of the average point to point distance in mm.

4.2. Real data of a human face

To test the algorithm with real data a sequence of a hu-
man head rotating in front of a calibrated stereo camera has
been used. The corresponding depth map was calculated
with the described stereo sensor. In figure 11 two intensity
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Figure 9. Convergence behavior for synthetic
data (angles in degree over iterations)

images for two different viewpoints that have been regis-
tered are shown. Below the intensity images the respective
depth information is depicted. For the sake of clarity it has
been transformed into a triangle mesh and is looked at from
the side. It has been printed in a shaded view to show more
clearly the 3D character of the partial surfaces.

Between the two viewpoints the stereo sensor was ro-
tated by about 30 degrees. It can be seen from the depth data
that each viewpoint covers approximately 30 percent of the
head. The covered area rotates together with the viewpoint.
Since the images were taken while the person was rotating
on a swivel-chair the exact relative movement between the
two viewpoints is unknown. Therefore some overlied im-
ages of the matched partial surfaces are shown in figures 12
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Figure 10. Convergence of average point dis-
tance (mm over iterations)
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and 13 instead of exact numbers. The dark areas belong to
the registered surface.

Figure 11. Luminance images and respective tri-
angulated depth maps for the registered view-
points

5. Conclusion

A novel algorithm for registration of partial 3-D surface
models has been presented. It makes use of both lumi-
nance and depth information. For a set of highly reliable
Iuminance points on one partial surface the corresponding
points on the other partial surface are predicted using the
luminance gradient information. The second partial surface
are then transformed to minimize the Euclidian sum of dis-
tances between the two point sets. This is performed with
a quaternion approach. Since intensity information is lin-
earized by its gradient the process has to be iterated until a
global convergence criterion is met.

It is neither necessary to calculate corresponding features
in the luminance images nor to search for closest points in
the depth information. Compared to the time consuming it-
erative determination of closest points in depth data alone,
the straightforward way of choosing corresponding candi-
dates using the image gradient makes the algorithm very
fast. Knowing which 3D surface point belongs to a certain
image point allows to effectively suppress wrong matches
among the point sets. The additional intensity information
can be especially useful when partial surfaces of sphere-like



Figure 12. Matched partial surfaces (black, grey).
Top view

objects are registered since using depth data alone leaves
one or two degrees of freedom.

Important for the reliability of the algorithm is the qual-
ity of the intensity images considering the average lumi-
nance. The selection of corresponding point sets relies on
the image gradient in combination with an intensity differ-
ence between subsequent images. Differences in the global
intensity of the images lead to mismatches among the corre-
sponding points. When taking the pictures one should take
care that each image is given the same exposure. The cam-
era’s automatic exposure should be avoided.

In tests with synthetic and real data the algorithm man-
aged to register rotational angles of up to 30 degrees without

Figure 13. Matched partial models from left and
right
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assumptions of the new position. It usually converges in 10
to 20 iterations.

6. Future directions

Although the approach performed quite efficient on syn-
thetic data of a box like object and real data of a human
head, a lot of further testing is still needed. In both cases
the depth data was yielded by a stereo approach. Addition-
ally it should be tested with data sets from a laser scanner
that is capable of simultaneously measuring a combined set
of intensity and range data.

Furthermore the integration of already registered partial
surfaces into a complete database to yield a consistent 360
degree surface model is an important task. Currently only
two view experiments could be performed.

In some situations the algorithm tends to stick to local
minima. This problem can be reduced through a hierar-
chical approach. The intensity image is then subsampled
and low-pass filtered to reduce high frequencies in the in-
formation. After a rough estimation using this subsampled
intensity image the original high-resolution image is taken
to perform the rest of the registration.
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