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Abstract

A new stationarysubdivision schemeis presentedwhich performs
slowertopologicalre�nementthantheusualdyadicsplit operation.
The numberof trianglesincreasesin every stepby a factor of 3
insteadof 4. Applying thesubdivision operatortwicecausesa uni-
form re�nementwith tri -sectionof every original edge(hencethe
name� 3-subdivision) while two dyadicsplitswould quad-sectev-
ery original edge.Besidesthe�ner gradationof thehierarchylev-
els, thenew schemehasseveral importantproperties:Thestencils
for thesubdivisionruleshaveminimumsizeandmaximumsymme-
try. Thesmoothnessof thelimit surfaceisC2 everywhereexceptfor
the extraordinarypointswhereit is C1. Theconvergenceanalysis
of theschemeis presentedbasedonanew generaltechniquewhich
alsoappliesto theanalysisof othersubdivision schemes.Thenew
splitting operationenableslocally adaptive re�nementunderbuilt-
in preservation of the meshconsistency without temporarycrack-
�xing betweenneighboringfacesfrom differentre�nementlevels.
Thesizeof thesurroundingmeshareawhich is affectedby selec-
tive re�nement is smallerthanfor the dyadicsplit operation. We
further presenta simpleextensionof the new subdivision scheme
which makesit applicableto mesheswith boundaryandallows us
to generatesharpfeaturelines.

1 Intr oduction

The use of subdivision schemesfor the ef�cient generationof
freefrom surfaceshasbecomecommonplacein a variety of geo-
metric modelingapplications. Insteadof de�ning a parameteric
surfaceby a functional expressionF � u � v� to be evaluatedover a
planarparameterdomainW � IR2 we simply sketchthesurfaceby
acoarsecontrolmeshM 0 thatmayhavearbitraryconnectivity and
(manifold)topology. By applyingasetof re�nementrules,wegen-
eratea sequenceof �ner and�ner meshesM 1 �����	��� M k ������� which
eventuallyconvergeto a smoothlimit surfaceM ¥ .

In the literature there have been proposedmany subdivision
schemeswhichareeithergeneralizedfrom tensor-productsof curve
generationschemes[DS78,CC78, Kob96] or from 2-scalerelations
in more generalfunctional spacesbeing de�ned over the three-
directionalgrid [Loo87, DGL90,ZSS96]. Dueto thenatureof the
re�nementoperators,thegeneralizedtensor-productschemesnatu-
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Figure1: Subdivisionschemesontrianglemeshesareusuallybased
on the 1-to-4 split operation which insertsa new vertex for every
edge of thegivenmeshandthenconnectsthenew vertices.

rally leadto quadrilateralmesheswhile the othersleadto triangle
meshes.

A subdivision operatorfor polygonalmeshescanbeconsidered
asbeingcomposedby a (topological)split operationfollowed by
a (geometric)smoothingoperation. The split operationperforms
theactualre�nementby introducingnew verticesandthesmooth-
ing operationchangesthevertex positionsby computingaverages
of neighboringvertices(generalizedconvolution operators,relax-
ation). In order to guaranteethat the subdivision processwill al-
waysgenerateasequenceof meshesM k thatconvergesto asmooth
limit, thesmoothingoperatorhasto satisfyspeci�c necessaryand
suf�cient conditions[CDM91, Dyn91, Rei95, Zor97, Pra98]. This
iswhy specialattentionhasbeenpaidby many authorsto thedesign
of optimalsmoothingrulesandtheir analysis.

While in the context of quad-meshesseveral different topolog-
ical split operations(e.g. primal [CC78,Kob96] or dual [DS78])
have beeninvestigated,all currentlyproposedstationaryschemes
for trianglemeshesarebasedon the uniform 1-to-4 split [Loo87,
DGL90, ZSS96] which is depictedin Fig 1. This split operation
introducesanew vertex for eachedge of thegivenmesh.

Recently, the conceptof uniform re�nement hasbeengeneral-
izedto irregular re�nement[GSS99,KCVS98,VG99] wherenew
verticescan be insertedat arbitrary locationswithout necessarily
generatingsemi-uniformmesheswith so-calledsubdivisioncon-
nectivity. However, the convergenceanalysisof suchschemesis
still anopenquestion.

In thispaperwewill presentanew subdivisionschemefor trian-
gle mesheswhich is basedon analternative uniform split operator
that introducesa new vertex for every triangle of the given mesh
(Section2).

As we will seein the following sections,thenew split operator
enablesusto de�ne a naturalstationarysubdivision schemewhich
hasstencilsof minimumsizeandmaximumsymmetry(Section3).
The smoothingrulesof the subdivision operatorarederived from
well-known necessaryconditionsfor the convergenceto smooth
limit surfaces.Sincethe standardsubdivision analysismachinery
cannotbe applieddirectly to the new scheme,we derive a modi-
�ed techniqueandprove thattheschemegeneratesC2 surfacesfor
regular control meshes.For arbitrarycontrol mesheswe �nd the
limit surfaceto beC2 almosteverywhereexceptfor theextraordi-
naryvertices(valence�

� 6) wherethesmoothnessis at leastC1 (see
theAppendix).



Figure2: The � 3-subdivisionschemeis basedon a split operation which �r st insertsa new vertex for everyfaceof thegivenmesh.Flipping
theoriginal edgesthenyieldsthe�nal resultwhich is a 30 degreerotatedregular mesh.Applyingthe � 3-subdivisionschemetwiceleadsto
a 1-to-9 re�nementof theoriginal mesh.Asthis correspondsto a tri-adic split (two new verticesare introducedfor everyoriginal edge) we
call our scheme� 3-subdivision.

Insertinganew vertex into a triangularfacedoesonly affect that
singlefacewhichmakeslocally adaptive re�nementveryeffective.
The global consistency of the meshis preserved automaticallyif

� 3-subdivision is performedselectively. In Section4 we compare
adaptively re�ned meshesgeneratedby dyadicsubdivisionwith our

� 3-subdivision meshesand�nd that � 3-subdivision usuallyneeds
fewer trianglesandlesseffort to achieve the sameapproximation
tolerance.The reasonfor this effect is thebetterlocalization, i.e.,
onlyarelatively smallregionof themeshisaffectedif morevertices
areinsertedlocally.

For thegenerationof surfaceswith smoothboundarycurves,we
needspecialsmoothingrules at the boundaryfacesof the given
mesh.In Section5 we proposea boundaryrule which reproduces
cubic B-splines. Theboundaryrulescanalsobe usedto generate
sharpfeaturelinesin theinterior of thesurface.

2
�

3-Subdivision

The most wide-spreadway to uniformly re�ne a given triangle
meshM 0 is the dyadic split which bi-sectsall the edgesby in-
sertinga new vertex betweenevery adjacentpair of old ones.Each
triangularfaceis thensplit into four smallertrianglesby mutually
connectingthe new verticessitting on a face's edges(cf. Fig. 1).
This typeof splitting hasthepositive effect thatall newly inserted
verticeshave valencesix andthevalencesof theold verticesdoes
not change.After applyingthe dyadicsplit several times, the re-
�ned meshesM k have a semi-regularstructuresincethe repeated
1-to-4re�nementreplacesevery triangleof theoriginal meshby a
regularpatchwith 4k triangles.

A straightforwardgeneralizationof thedyadicsplit is then-adic
split whereevery edgeis subdivided into n segmentsandconse-
quentlyevery original faceis split into n2 sub-triangles.However,
in the context of stationarysubdivision schemes,the n-adic split
operationrequiresa speci�c smoothingrule for every new vertex
(modulopermutationsof thebarycentriccoordinates).This is why
subdivision schemesaremostlybasedon thedyadicsplit thatonly
requirestwo smoothingrules: onefor theold verticesandonefor
thenew ones(plusrotations).

In thispaper, weconsiderthefollowing re�nementoperationfor
trianglemeshes:Given a meshM 0 we performa 1-to-3 split for
everytriangleby insertinganew vertex atits center. Thisintroduces
threenew edgesconnectingthenew vertex to thesurroundingold
ones.In orderto re-balancethevalenceof themeshverticeswethen
�ip every originaledgethatconnectstwo old vertices(cf. Fig 2).

This split operationis uniform in thesensethatif it is appliedto
a uniform (three-directional)grid, a (rotatedandre�ned) uniform
grid is generated(cf. Fig. 2). If weapplythesamere�nementoper-
atortwice, thecombinedoperatorsplitsevery original triangleinto

ninesubtriangles(tri-adic split). Henceonesinglere�nementstep
canbeconsideredasthe”squareroot” of thetri-adic split. In a dif-
ferentcontext, this typeof re�nementoperatorhasbeenconsidered
independentlyin [Sab87] and[Gus98].

Analyzingtheactionof the � 3-subdivision operatoron arbitrary
trianglemeshes,we �nd that all newly insertedverticeshave ex-
actly valencesix. Thevalencesof theold verticesarenot changed
suchthat after a suf�cient numberof re�nement steps,the mesh
M k haslarge regionswith regular meshstructurewhich aredis-
turbedonly by a small numberof isolatedextraordinaryvertices.
Thesecorrespondto theverticesin M 0 whichhadvalence�

� 6 (cf.
Fig. 3).

Thereareseveral argumentswhy it is interestingto investigate
this particularre�nementoperator. First, it is very natural to sub-
divide triangularfacesat their centerratherthansplitting all three
edgessincethe coef�cients of the subsequentsmoothingoperator
canre�ect thethreefoldsymmetryof thethree-directionalgrid.

Second,the � 3-re�nementis in somesenseslowerthanthestan-
dardre�nementsincethenumberof vertices(andfaces)increases
by the factorof 3 insteadof 4. As a consequence,we have more
levels of uniform resolutionif a prescribedtarget complexity of
the meshmustnot be exceeded.This is why similar uniform re-
�nement operatorsfor quad-mesheshave beenusedin numerical
applicationssuchasmulti-grid solvers for �nite elementanalysis
[Hac85, GZZ93].

From the computergraphicspoint of view the � 3-re�nement
hasthenicepropertythat it enablesa very simpleimplementation
of adaptive re�nementstrategieswith no inconsistentintermediate
statesaswe will seein Section4.

In thecontext of polygonalmeshbasedmultiresolutionrepresen-
tations[ZSS96, KCVS98,GSS99],the � 3-hierarchiescanprovide
an intuitive androbust way to encodethe detail informationsince
the detail coef�cients areassignedto faces( � tangentplanes)in-
steadof vertices.

3 Stationar y smoothing rules

To completethede�nition of ournew subdivisionscheme,wehave
to �nd thetwo smoothingrules,onefor theplacementof thenewly
insertedverticesandonefor therelaxationof theold ones.For the
sake of ef�ciency, our goal is to usethe smallestpossiblestencils
while still generatinghigh qualitymeshes.

There are well-known necessaryand suf�cient criteria which
tell whethera subdivision schemeS is convergentor not andwhat
smoothnesspropertiesthe limit surfacehas.Suchcriteriacheckif
theeigenvaluesof thesubdivisionmatrixhaveacertaindistribution
andif alocal regularparameterizationexistsin thevicinity of every
vertex on thelimit surface[CDM91, Dyn91, Rei95,Zor97, Pra98].



Figure3: The � 3-subdivisiongeneratessemi-regular meshessinceall new verticeshavevalencesix. After an evennumber2k of re�nement
steps,each original triangle is replacedbya regular patch with 9k triangles.

By de�nition, the subdivision matrix is a squarematrix S which
mapsacertainsub-meshV � M k to atopologicallyequivalentsub-
meshS� V � � M k

�

1 of there�ned mesh.Everyrow of thismatrix is
aruleto computethepositionof anew vertex. Everycolumnof this
matrix tells how oneold vertex contributesto the vertex positions
in there�ned mesh.Usually, V is chosento betheneighborhoodof
a particularvertex, e.g.,a vertex p andits neighborsup to thek-th
order(k-ring neighborhood).

To derivetheweightcoef�cients for thenew subdivisionscheme,
we usethesecriteriafor somekind of reverseengineeringprocess,
i.e., insteadof analyzinga givenscheme,we derive onewhich by
constructionsatisi�es the known necessarycriteria. The justi�ca-
tion for doingthis is thatif thenecessaryconditionsuniquelydeter-
minea smoothingrule thentheresultingsubdivision schemeis the
onlyscheme(with thegivenstencil)thatis worthbeingconsidered.
In theAppendixwewill give thedetailsof thesuf�cient partof the
convergenceanalysis.

Sincethe � 3-subdivision operatorinsertsa new vertex for every
triangleof thegivenmesh,theminimumstencilfor thecorrespond-
ing smoothingrule hasto include at least the three(old) corner
verticesof thattriangle.For symmetryreasons,theonly reasonable
choicefor thatsmoothingrule is hence

q : �

1
3

�

pi �

p j �

pk �

� (1)

i.e., thenew vertex q is simply insertedat thecenterof thetriangle
�

� pi � p j � pk � .

Thesmallestnon-trivial stencilfor therelaxationof theold ver-
ticesis the1-ring neighborhoodcontainingthevertex itself andits
directneighbors.To establishsymmetry, weassignthesameweight
to eachneighbor. Let p beavertex with valencen andp0 �������	� pn � 1
its directlyadjacentneighborsin theunre�nedmeshthenwede�ne

S� p � : �

� 1 � an � p
�

an
1
n

n � 1

å
i � 0

pi � (2)

The remainingquestionis what theoptimal choicefor theparam-
eteran would be. Usually, the coef�cient dependson thevalence
of p in orderto make thesubdivision schemeapplicableto control
meshesM 0 with arbitraryconnectivity.

The rules (1) and (2) imply that the 1-ring neighborhoodof
a vertex S� p � � M k

�

1 only dependson the 1-ring neighborhood
of the correspondingvertex p � M k. Hence,we can set-upa

� n
�

1�	� � n
�

1� matrix which mapsp and its n neighborsto
the next re�nement level. Arranging all the verticesin a vector

p

p
i

Figure4: Theapplicationof thesubdivisionmatrix Scausesa ro-
tation aroundp sincetheneighboringverticesare replacedby the
centers of theadjacenttriangles.




p � p0 �������	� pn � 1 �

we derive thesubdivision matrix
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with u � 3 � 1 � an � andv � 3an �

n. However, whenanalysingthe
eigenstructureof this matrix, we �nd that it is not suitablefor the
constructionof a convergentsubdivision scheme.The reasonfor
this defectis the rotationaroundp which is causedby the appli-
cationof Sandwhich makesall eigenvaluesof S complex. Fig. 4
depictsthesituation.

Fromthe lastsectionwe know thatapplyingthe � 3-subdivision
operatortwo times correspondsto a tri-adic split. So insteadof
analysingonesinglesubdivision step,wecancombinetwo succes-
sive stepssinceafterthesecondapplicationof S, theneighborhood
of S2

� p � is againalignedto the original con�guration aroundp.
Hence,the back-rotationcan be written as a simple permutation
matrix

R �

�
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Theresultingmatrix �S � RS2 now hasthecorrecteigenstructurefor



theanalysis.Its eigenvaluesare:

1
9

�

9 � � 2 � 3an �

2
� 2

�

2 cos� 2p
1
n

� �	������� 2
�

2 cos� 2p
n � 1

n
��� (4)

From [Rei95,Zor97] it is known that for the leadingeigenvalues,
sortedby decreasingmodulus,the following necessaryconditions
have to hold

l 1
� 1 � l 2

� l 3 � l i � i � 4 �����	��� n
�

1 � (5)

Additionally, accordingto [Pra98,Zor97], a naturalchoicefor the
eigenvaluel 4 is l 4

� l 2
2 sincetheeigenstructureof thesubdivision

matrix canbe interpretedasa generalizedTaylor-expansionof the
limit surfaceat the point p. The eigenvalue l 4 thencorresponds
to a quadratictermin thatexpansion.Consequently, we de�ne the
valuefor an by solving
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�
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2
�

2 cos� 2p 1
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2

which leadsto

an
�

4 � 2 cos�

2p
n �

9
(6)

wherewe picked thatsolutionof thequadraticequationfor which
thecoef�cient an alwaysstaysin theinterval




0 � 1
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and(2) is acon-
vex combination. The explanationfor the existenceof a second
solutionis thatweactuallyanalyseadoublestep �S � RS2. Thereal
eigenvalue �

2
3 � an �

2 of �Scorrespondsto theeigenvalue 2
3 � an of

Sbothwith thesameeigenvector



� 3an � 1 ��������� 1
�

whichis invariant
underR. Obviously we have to choosean suchthat negative real
eigenvaluesof Sareavoided[Rei95].

Equations(1), (2) and(6) togethercompletelyde�ne thesmooth-
ing operatorfor our stationarysubdivision schemesincethey pro-
videall thenecessaryinformationto implementthescheme.Notice
thatthespectralpropertiesof thematricesSand �Sarenotsuf�cient
for theactualconvergenceanalysisof thesubdivision scheme.It is
only usedhereto derivethesmoothingrulefrom thenecessarycon-
ditions! Thesuf�cient partof theconvergenceanalysisis presented
in theAppendix.

4 Adaptive re�nement strategies

Although the complexity of the re�ned meshesM k grows slower
under � 3-subdivision thanunderdyadicsubdivision (cf. Fig. 13),
the numberof trianglesstill increasesexponentially. Hence,only
relatively few re�nement stepscan be performedif the resulting
meshesareto be processedon a standardPC. The commontech-
niquesto curb the meshcomplexity under re�nement are based
on adaptive re�nement strategies which insert new verticesonly
in thoseregionsof thesurfacewheremoregeometricdetail is ex-
pected. Flat regions of the surfaceare suf�ciently well approxi-
matedby largetriangles.

Themajordif�culties thatemerge from adaptive re�nementare
causedby the fact that triangles from different re�nement lev-
els have to be joined in a consistentmanner(conformingmeshes)
whichoftenrequiresadditionalredundancy in theunderlyingmesh
datastructure.To reducethe numberof topologicalspecialcases
and to guaranteea minimum quality of the resulting triangular
faces, the adaptive re�nement is usually restrictedto balanced
mesheswherethe re�nement level of adjacenttrianglesmustnot
differ by morethanonegeneration.However, to maintainthemesh
balanceatany time,alocalre�nementstepcantriggerseveraladdi-
tionalsplit operationsin its vicinity. Thisis thereasonwhyadaptive
re�nementtechniquesareratedby their localizationproperty, i.e.,

Figure5: Thegapbetweentrianglesfromdifferentre�nementlevels
canbe�xed by temporarily replacingthe larger faceby a triangle
fan.

Figure6: Thegap �xing by triangle fanstendsto producedegen-
erate triangles if the re�nementis not balanced(left). Balancing
the re�nement,however, causesa larger region of the meshto be
affectedby local re�nement(right).

by the extendto which the side-effectsof a local re�nement step
spreadover themesh.

For re�nementschemesbasedon thedyadicsplit operation,the
local splitting of one triangular face causesgapsif neighboring
facesarenot re�ned (cf. Fig. 5). Thesegapshave to be removed
by replacingtheadjacent(unre�ned) faceswith a trianglefan. As
shown in Fig. 6 this simplestrategy tendsto generatevery badly
shapedtrianglesif no balanceof there�nementis enforced.

If furthersplit operationsareappliedto analreadyadaptively re-
�ned mesh,thetrianglefanshave to beremoved�rst sincethecor-
respondingtrianglesarenotpartof theactualre�nementhierarchy.
Thecombinationof dyadicre�nement,meshbalancingandgap�x-
ing by temporarytrianglefansis well-known underthenamered-
greentriangulationin the�nite elementcommunity[VT92, Ver96].

Thereareseveralreasonwhy � 3-subdivision seemsbettersuited
for adaptivere�nement.First,theslowerre�nementreducestheex-
pectedaverageover-tesselationwhichoccurswhenacoarsetriangle
slightly fails thestoppingcriterion for theadaptive re�nementbut
theresultof there�nementfalls signi�cantly below thethreshold.

Thesecondreasonis thatthelocalizationis betterthanfor dyadic
re�nementandnotemporarytrianglefansarenecessaryto keepthe
meshconsistent. In fact, the consistency preservingadaptive re-
�nement canbeimplementedby a simplerecursive procedure.No
re�nementhistoryhasto bestoredin theunderlyingdatastructure
sinceno temporarytrianglesaregeneratedwhich do not belongto
theactualre�nementhierarchy.

To implementtheadaptive re�nement,we have to assigna gen-
erationindex to eachtrianglein themesh.Initially all trianglesof
thegivenmeshM 0 aregeneration0. If a trianglewith evengener-
ationindex is split into threeby insertinganew vertex at its center,
thegenerationindex increasesby 1 (giving anoddindex to thenew
triangles).Splittingatrianglewith oddgenerationindex requiresto
�nd its ”mate”, performanedge�ip, andassignevenindicesto the
resultingtriangles.

For an alreadyadaptively re�ned mesh,further splits are per-
formedby thefollowing recursive procedure



Figure 7: Adaptivere�nementbasedon � 3-subdivisionachieves
an improvedlocalizationwhile automaticallypreventingdegener-
atetrianglessinceall occuringtrianglesare a subsetof theunder-
lying hierarchyof uniformlyre�ned meshes.Letusassumethehor-
izontalcoarsescalegrid linesin theimageshaveconstantinteger y
coordinatesthenthetwo imagesresultfromadaptivelyre�ning all
trianglesthat intersecta certain y � const.line. In the left image
y waschosenfrom
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2
3 �

and in the right image y � 1
�

e which
explainsthedifferentlocalization.

split(T)

if (T.index is even) then

compute midpoint P
split T(A,B,C) into T[1](P,A,B),T[2](P,B,C),T[3](P,C,A)
for i = 1,2,3 do

T[i].index = T.index + 1
if (T[i].mate[1].index == T[i].index) then

swap(T[i],T[i].mate[1])
else

if (T.mate[1].index == T.index - 2)
split(T.mate[1])

split(T.mate[1]) /* ... triggers edge swap */

whichautomaticallypreservesthemeshconsistency andimplic-
itly maintainssomemild balancingconditionfor there�nementlev-
els of adjacenttriangles. Notice that the orderingof the vertices
in the 1-to-3 split is chosensuchthat referencemate[1] always
pointsto thecorrectneighboringtriangle(outsidetheparenttrian-
gleT). Theedge�ipping procedureis implementedas

swap(T1,T2)

change T1(A,B,C), T2(B,A,D) into T1(C,A,D), T2(D,B,C)
T1.index++
T2.index++

All the triangles that are generatedduring the adaptive � 3-
re�nement form a propersubsetof the uniform re�nement hier-
archy. This implies that the shapeof the trianglesdoesnever de-
generate.Theworsttrianglesarethosegeneratedby an1-to-3split.
Edge�ipping thenmostlyre-improvestheshape.Fig. 7 shows two
adaptively re�ned examplemeshes.Anotherapproachto adaptive
meshre�nementwith built-in consistency is suggestedin [VG00].

Whenadaptive re�nementis performedin thecontext of station-
ary subdivision, anotherdif�culty arisesfrom the fact that for the
applicationof the smoothingrulesa certainneighborhoodof ver-
ticesfrom the samere�nement level hasto be present.This puts
someadditionalconstraintsonthemeshbalance.In [ZSS97]this is
explainedfor Loopsubdivision with dyadicre�nement.

For � 3-subdivision it is suf�cient to slightly modify the recur-
sive splitting proceduresuchthatbefore splitting an even-indexed
triangleby vertex insertion,all older odd-indexed neighborshave
to besplit (even-indexedneighborsremainuntouched).This guar-
anteesthatenoughinformationis availablefor laterapplicationsof
the smoothingrule (2). The rule (1) is alwaysapplicablesinceit
only usesthe threeverticesof thecurrenttriangle. Notice that the

1-to-3split is theonly way new verticesenterthemesh.Moreover,
everynew vertex eventuallyhasvalencesix — althoughsomeof its
neighborsmightnot yetbepresent.

Themodi�cation of therecursive procedureimpliesthatwhena
new vertex p is inserted,its neighboringverticesp1 �������	� p6 either
exist already, or at leastthe trianglesexist at whosecentersthese
verticesaregoingto beinserted.In any caseit is straightforwardto
computetheaverage1

n å i pi whichis all weneedfor theapplication
of (2).

Theremainingtechnicalproblemis thatin anadaptively re�ned
mesh,thegeometriclocationof a meshvertex is not alwayswell-
de�ned. Ambiguitiesoccur if trianglesfrom different re�nement
levelssharea commonvertex sincethesmoothingrule (2) is non-
interpolatory. We solved this problemby implementinga multi-
stepsmoothingrule which enablesdirect accessto the vertex po-
sitions at any re�nement level. Accessinga Vertex -object by
Vertex::pos(k) returnsthe vertex coordinatescorresponding
to thekth re�nementlevel. Vertex::pos(inf) returnsthecor-
respondingpoint on the limit surfacewhich is the locationthat is
eventuallyusedfor display.

Multi-step rulesaregeneralizationsof the rule (2) which allow
directevaluationof arbitrarypowersof S. As we alreadydiscussed
in Section3, the1-ring neighborhood




p � p0 �����	��� pn � 1 �

of a vertex
p is mappedto (a scaledversionof) itself underapplicationof the
subdivision scheme.This is re�ectedby thematrix S in (3). If we
computethemth power of thesubdivision matrix in (3), we �nd in
the�rst row alinearcombinationof




p � p0 ��������� pn � 1 �

whichdirectly
yieldsSm

� p � . For symmetryreasonthis multi-steprule can,again,
bewritten asa linearcombinationof theoriginal vertex p andthe
averageof its neighbors1

n å i pi .
By eigenanalysisof the matrix S it is fairly straightforward to

derive a closedform solutionfor themulti-steprule [Sta98]:
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portant,werewrite (7) by eliminatingtheaverageof p's neighbors
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In our implementation,everyVertex -objectstoresits originalpo-
sition p (at the time it was insertedinto the mesh)and its limit
positionp

�

¥ � . The vertex positionat arbitrary levels can thenbe
computedby (8).

5 Boundaries

In practicalandindustrialapplicationsit is usuallynecessaryto be
able to processcontrol mesheswith well-de�ned boundarypoly-
gonswhichshouldresultin surfaceswith smoothboundarycurves.
As theneighborhoodof boundaryverticesis notcomplete,wehave
to �gure out specialre�nementandsmoothingrules.

Whentopologicallyre�ning a given opencontrol meshM 0 by
the � 3-operatorwe split all triangularfaces1-to-3but �ip only the



Figure8: Theboundaryis subdividedonly in everyotherstepsuch
thata uniform1-to-9 re�nementof thetriangular facesis achieved.

Figure9: Theuseof univariatesmoothingrulesat theboundaries
enablesthe generation of sharp feature lines where two separate
control meshesshare an identicalboundarypolygon.

interior edges.Edge�ipping at theboundariesis notpossiblesince
theoppositetriangle-mateis missing.Hence,theboundarypolygon
is notmodi�ed in the�rst � 3-subdivision step.

As wealreadydiscussedin Section2, theapplicationof asecond
� 3-stephastheoverall effect of a tri-adic split whereeachoriginal
triangleis replacedby 9 new ones.Consequently, we have to apply
aunivariatetri-sectionruleto theboundarypolygonandconnectthe
new verticesto thecorrespondinginterior onessuchthata uniform
1-to-9split is establishedfor eachboundarytriangle(cf. Fig. 8).

Thesmoothingrulesat theboundariesshouldonly useboundary
verticesandno interior ones. This is the simplestway to enable
the generationof C0 creasesin the interior of the surface(feature
lines) sinceit guaranteesthatcontrolmesheswith identicalbound-
arypolygonswill resultin smoothsurfaceswith identicalboundary
curves[HDD+94] (cf. Fig. 9). More sophisticatedtechniquesfor
thedesignof optimalboundarysmoothingruleswith normalcon-
trol canbefoundin [BLZ99].

For our � 3-subdivision schemewe choose,for simplicity, a
univariate boundarysubdivision schemewhich reproducescubic
splines(maximumsmoothness,minimumstencil).Fromthetrivial
tri-sectionmaskfor linear splineswe caneasilyobtain the corre-
spondingtri-sectionmaskfor cubicsplinesby convolution

1
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Figure10: A decimatedStanford bunnywasusedasa subdivision
control meshM 0. We appliedthe � 3-subdivisionscheme4 times
(left). Theright image showsthemeancurvature distribution.

Figure11: Thisplot showsthe triangle count(Y : in K
�

) vs. ap-
proximationerror (X : in � log � e� ). Theredcurveis thecomplexity
of theLoop-meshes,thebluecurvethecomplexity of the � 3-meshes.
Theratio lies between5% and25%.

6 Examples

To demonstratethequality of the � 3-subdivision surfaceswe show
a meshgeneratedby uniformly re�ning a decimatedversionof the
Stanfordbunny (cf. Fig 10). TheC2 smoothnessof thelimit surface
guaranteescurvaturecontinuity andthe relaxingpropertiesof the
smoothingruleswith onlypositiveweightsleadto afair distribution
of thecurvature.

We madeseveral numericalexperimentsto checkthe relative
complexity of the adaptively re�ned meshesM k generatedeither
by � 3-subdivision or by Loop-subdivision. For the stoppingcri-
terion in the adaptive re�nementwe usedthe local approximation
errorof thecurrentmesh(with all verticesprojectedontothelimit
surface)to thelimit surface.A reliableestimationof theexactap-
proximationerrorcanbecomputedby constructingtight bounding
envelopesasdescribedin [KDS98].

After testingvariousmodelswith differentgeometriccomplexi-
tiesovertherange




10� 2
� 10� 7

�

for theapproximationtolerance,we
found thatadaptive � 3-subdivision meshesusuallyneedfewer tri-
anglesthanadaptive Loop-subdivision surfacesto obtainthesame
approximationtolerance. The improvementis typically between
5% and25% with an averageat 10%. Fig. 11 shows the typical
relationbetweenapproximationtoleranceandmeshcomplexity.

Fig. 12 shows anotherexamplemeshgeneratedby theadaptive
� 3-subdivision schemein comparisonto the correspondingLoop
subdivision surfacede�ned by the samecontrol mesh. This time
we usea curvature dependentadaptive re�nement strategy: The
subdivision level is determinedby a discretelocal curvatureesti-
mation.



Figure12: Adaptivere�nementbasedon red-greentriangulation
with Loop subdivision(top row) and basedon the � 3-re�nement
(bottomrow). While the samestoppingcriterion is used(left and
right respectively),theLoopmesheshave10072and28654trian-
gleswhile the � 3-meshesonly have7174and20772triangles.

7 Conc lusion

We presenteda new stationarysubdivision schemewhich itera-
tively generateshigh quality C2 surfaceswith minimum compu-
tational effort. It sharesthe advantagesof the well-known stan-
dardschemesbut hasimportantadditionalproperties.Especially
the slower increaseof the meshcomplexity andthe suitability for
adaptivere�nementwith automaticconsistency preservationmakes
it a promisingapproachfor practicalandindustrialapplications.

The analysistechniquewe presentin the Appendixprovidesa
simpletool to analysea very generalclassof subdivision schemes
which arenot necessarilybasedon someknown polynomialspline
basisfunction and not generatedby taking the tensor-productof
someunivariatescheme.

Future modi�cations and extensions of the � 3-subdivision
schemeshouldaim at incorporatingmoresophisticatedboundary
rules[BLZ99] andinterpolationconstraints[Lev99]. Modi�cations
of thesmoothingruleswith differentstencilscouldleadto new sub-
division schemeswith interestingproperties.
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Figure 13: Sequencesof meshesgenerated by the � 3-subdivisionscheme(top row) and by the Loop subdivisionscheme(bottomrow).
Althoughthequality of thelimit surfacesis thesame(C2), � 3-subdivisionusesan alternativere�nementoperator that increasesthenumber
of trianglesslowerthanLoop's. Therelativecomplexity of thecorrespondingmeshesfrombothrowsis (fromleft to right) 3

4
� 0 � 75, 9

16
� 0 � 56,

and 27
64

� 0 � 42. Hencethenew subdivisionschemeyieldsa much �ner gradationof uniformhierarchy levels.

Appendix: Convergence analysis

Theconvergenceanalysisof stationarysubdivisionschemesis gen-
erally donein two steps. In the �rst step,the smoothnessof the
limit surfaceis shown for regular meshes,i.e. for trianglemeshes
with all verticeshaving valence6. Due to the natureof the topo-
logical re�nementoperator, subdividedmeshesM k areregularal-
mosteverywhere.Oncetheregularcaseis shown, theconvergence
in thevicinity of extraordinaryvertices(with valence �

� 6) canbe
proven.For many existingsubdivisionschemes,the�rst partof the
proof is trivial sincea closedform representationof the limit sur-
facein theregularcaseis known, e.g. B-splinesfor Catmull/Clark
or Doo/Sabinsurfaces,Box-splinesfor Loop-surfaces.

For the two stepsin the proof different techniqueshave to be
used. The smoothnessof the limit surface for regular control
meshesfollowsfrom thecontractivityof certaindifferenceschemes
Sn. Thesearegeneralizedsubdivision schemeswhich mapdirec-
tional forward differencesof control pointsdirectly to directional
forward differences(insteadof the original subdivision schemeS
mappingcontrolpointsto controlpoints).

In the vicinity of the extraordinaryvertices, the convergence
analysisis basedon theeigenstructureof thelocal subdivision ma-
trix. It is importantto noticethat thecriteria for theeigenstructure
of the subdivision matrix do only apply if the convergencein the
regularregionsof themeshis guaranteed[Rei95,Zor97].

In the following we presenta generaltechniquefor the analy-
sisof subdivision schemeson regularmesheswhich we will useto
prove the smoothnessof the � 3-subdivision limit surface. Never-
theless,thetechniquealsoappliesto a largerclassof non-standard
subdivision schemes.Anotheranalysistechniquethatis alsobased
ona matrix formulationis usedin [War00].

Regular meshes

Insteadof using the standardgeneratingfunction notationfor the
handlingof subdivisionschemes[Dyn91], weproposeanew matrix
formulationwhich is mucheasierto handledueto theanalogywith
thetreatmentof theirregularcase.In fact,rotationalsymmetriesof
thesubdivisionrulesarere�ectedby ablockwisecirculantstructure
of the respective matricesjust like in thevicinity of extraordinary
vertices.Ourmatrixbasedanalysisrequiresonly afew matrixcom-
putationswhichcaneasilybeperformedwith thehelpof Maple or
MatLab . In contrast,themanipulationof thecorrespondinggen-
eratingfunctionswouldbequiteinvolvedif thesubdivisionscheme
doesnothave asimplefactorization(cf. [CDM91, Dyn91]).

To prove the contractivity of somedifferencescheme,it is suf-
�cient to considera local portion of a (virtually) in�nite regular
triangulation.This is dueto theshift invarianceof thesubdivision
scheme(stationarysubdivision). Hence,similarly to thetreatment
of extraordinaryvertices,we canpick an arbitraryvertex p anda



Figure 14: The supportof a directional differenceincludesthe
verticesthat contribute to it. Here we showthe supportsof D3

10,
D01D2

10, D2
01D10, andD3

01.

p q

Figure 15: The two re�ned neighborhoodsSm
� Vp � and Sm

� Vq �

(grey areas)of the (formerly) adjacentverticesp and q haveto
overlap (dark area)such that everypossibledirectionaldifference
canbecomputedfromeitherone.

suf�ciently largeneighborhoodV aroundit. Thesizeof thisneigh-
borhoodis determinedby the order n of the differencesthat we
wantto considerandby thenumbermof subdivisionstepswewant
to combine(theanalysisof onesinglesubdivision stepoftendoes
not yield a suf�cient estimateto prove contractivity). For a given
subdivision schemeS the neighborhoodshave to be chosensuch
that for two adjacentverticesp and q in M k the corresponding
setsSm

� Vp � andSm
� Vq � in the re�ned meshM k

�

m have enough
overlapto guaranteethat thesupportof eachnth orderdirectional
differenceis containedin eitherone(cf. Fig 14).

In our casewe want to prove C2 continuity and hencehave
to show contractivity of the 3rd directional differencescheme.
For technicalreasonswe alwayscombinean even numberof � 3-
subdivision stepssincethis removesthe 30 degreerotationof the
grid directions(just like we did in Section3). To guaranteethere-
quiredoverlap,we hencehave to usea 3-ring neighborhoodif we
analyseonedouble � 3-stepanda 6-ring neighborhoodif we anal-
ysetwo double � 3-steps.The correspondingsubdivision matrices
are37 � 37 and127 � 127respectively (cf. Fig 15).

We startby introducingsomenotation: A regular triangulation
is equivalent to the threedirectionalgrid which is spannedby the
directions
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�

�
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� v11
�

�

1
1�

in index space.Hencethetwo typesof triangularfacesin themesh
aregivenby

�

� pi � j � pi
�

1 � j � pi
�

1 � j
�

1 � and
�

� pi � j � pi
�

1 � j
�

1 � pi � j
�

1 � .
Accordingly, we de�ne thethreedirectionaldifferenceoperators

Duv : pi � j ��

pi
�

u � j
�

v � pi � j

with � u � v� ��� � 1 � 0� ��� 0 � 1� ��� 1 � 1��� . If we applythesedifferenceop-
eratorsDuv to a �nite neighborhoodV weobtainall possiblediffer-

Figure16: Directionaldifferencesona �nite neighborhoodV. Left:
theapplicationof D10 yieldsfour differentvectors. Right: theap-
plicationof J2 yieldsfour vectors,onefor D2

10, onefor D2
01 andtwo

”twist” vectors for themixedderivativeD10D01.

enceswherebothpi � j andpi
�

u � j
�

v areelementsof V. For a �x ed
neighborhoodV the operatorDuv canbe representedby a matrix
thathastwo non-zeroentriesin every row, e.g.,
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SeeFig. 16 for a geometricinterpretation.Basedon thedifference
operators,we canbuild theJet-operators
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D01 �

J2
� �

D10D10
D10D01
D01D01

�

J3
�

�



�

D10D10D10
D10D10D01
D10D01D01
D01D01D01
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(10)

whichmapthecontrolverticesin V to thecompletesetof indepen-
dentdirectionaldifferencesJn � V � of a givenordern.

Let S be the subdivision schemewhich mapscontrol vertices
p

�

k � from thekth re�nement level to the � k
�

1� st re�nement level
p

�

k
�

1�

� S� p
�

k �

� . Again, if we considertheactionof S on a local
neighborhoodV only, we can representS by a matrix with each
row containingan af�ne combinationthat de�nes the position of
onenew controlvertex.

For the convergence analysis we need a so-called differ-
enceschemeSn which mapsthe differencesJn � V

�

k �

� directly to
Jn � V

�

k
�

1�

�

� Jn � S� V
�

k �

���

� Sn � Jn � V
�

k �

�	� . From[Dyn91] it is well-
known that the subdivision schemeS generatesCn limit surfaces
(for regular control meshes)if the schemehnSn

�

1 is contractive,
i.e., if 
 Sn

�

1 
�� q � h� n with respectto an appropriatematrix
norm. Here,the factorhn takesthe implicit parameterizationinto
account.For subdivision schemeswhich arebasedon the dyadic
split operation,edgesarebi-sectedin every stepandhenceh � 2.
This is true for all standardschemes.However, for our new � 3-
subdivisionschemewehaveto chooseh � 3 sinceweareanalysing
thedoubleapplicationof the � 3-operatorwhich correspondsto an
edgetri-section.

In the univariatecasethesedifferenceschemesSn can be ob-
tained by simple factorizationof the correspondinggenerating
functionrepresentations.In thebivariatecasethesituationis much
more dif�cult sincejets are mappedto jets! In generalwe can-
not �nd a simpleschemewhich maps,e.g.,thedifferencesD10 � V �

to D10 � S� V �	� becausethe directionaldifferencesarenot indepen-
dentfrom eachother. Hencewe have to �nd a moregeneralmatrix
scheme

�

D10 � S� V ���

D01 � S� V ���

�

� S1

�

D10 � V �

D01 � V �

�

which mapsJ1 � V � to J1 � S� V ��� by allowing D10 � S� V ��� to depend
on both D10 � V � andD01 � V � . As this constructionrequiresquite



Figure17: Thelocal regularity of thesubdivisionsurfaceat extraordinaryverticesrequirestheinjectivityof thecharacterisitcmap.Weshow
theisoparameterlinesfor thesemapsin thevicinity of irregular verticeswith valencen � 3 � 4 � 5 � 7, and8 (form left to right).

involved factorizationsandotherpolynomial transformations,we
now suggesta simpler approachwheremost of the computation
canbedoneautomatically.

Let Jn by the nth jet-operatorrestrictedto V andJ � 1
n its SVD

pseudo-inverse.BecauseJn hasa non-trivial kernel(containingall
con�gurationswherethe points in V areuniformly sampledfrom
a degreen � 1 polynomial) its inversecannotbe well-de�ned. At
leastweknow that

Jn J � 1
n Jn

� Jn

which meansthat if J � 1
n is appliedto a setof nth orderdifferences

Jn � V � it reconstructstheoriginal dataup to anerrore which lies in
thekernelof Jn, i.e.,J � 1

n � Jn � V �	�

� V
�

e with Jn � e�

� 0.
If the subdivision schemeS haspolynomialprecisionof order

n � 1 this impliesthatSmapsthekernelof Jn into itself:

S� ker� Jn ���

� ker� Jn � � (11)

As a consequenceJn � S� e���

� 0 aswell, andtherefore

Jn SJ � 1
n Jn

� Jn S�

Sincetheoperatoron theright handsideof this equationmapsthe
verticesof thecontrolmeshV

�

k � to thenth differenceson thenext
re�nementlevel Jn � V

�

k
�

1�

� , theoperator

Sn : � Jn SJ � 1
n (12)

doesmapthenth differencesJn � V
�

k �

� directly to thenth differences
on thenext level Jn � V

�

k
�

1�

� . This is exactly thedifferencescheme
thatwehavebeenlookingfor! In orderto prove theconvergenceof
thesubdivision scheme,we have to show that themaximumnorm
of hn � 1Sn is below 1. Alternatively, it is suf�cient to show that
themaximumsingularvalueof thematrixhn � 1Sn is smallerthan1
sincethisprovidesamonotonicallydecreasingupperboundfor the
maximumnth difference.

To verify the polynomialprecision(11) for a given subdivision
matrix S we �rst generateanothermatrix K whosecolumnsspan
the kernel of Jn. Notice that the dimensionof ker� Jn � is the di-
mensionof thespaceof bivariatedegreen � 1 polynomialswhich
is dimP2

n � 1
�

1
2 � n

�

1� n. The matrix K canbe readoff from the
SVD decompositionof Jn [GvL96]. Thepolynomialreproduction
is thenguaranteedif theequation

SK � K X (13)

hasa matrix solutionX �

� KTK �

� 1KTSK. If this is satis�ed, we
�nd thenth differenceschemeSn by (12).

For the analysisof our � 3-subdivision schemewe let V be the
6-ringneighborhoodof avertex whichconsistsof 127vertices.Let
Sbethesingle-step� 3-subdivision matrix, R betheback-rotation-
by-permutationmatrix and D10 the directionaldifferencematrix.
Although thesematricesarequite large, they arevery sparseand

canbe constructedquite easily (by a few lines of MatLab -code)
dueto their block-circulantstructure.

From thesematriceswe compute �S � RS2 and a seconddi-
rectionaldifferenceoperatorD01

� R2D10R� 2. The two direc-
tional differencesarecombinedto build the3rd orderjet-operator
J3 (cf. (10)). Here we usethe 3rd differencessincewe want to
prove C2 continuity. Fromthesingularvaluedecompositionof J3
we obtainthe matrix K whosecolumnsspanthe kernelof J3 and
the pseudo-inverseJ � 1

3 . The matrix K is then usedto prove the
quadraticprecisionof S (cf. (13)) and the pseudo-inverseyields
the differencescheme�S3

� J3 �SJ � 1
3 . The contractivity of the 3rd

order differencescheme�nally follows from the numericalesti-
mation 
 �S2

3 


�


 J3 �S2J � 1
3 
 � 0 � 78 � 3� 4 which proves that the

� 3-subdivision schemeSgeneratesC2 surfacesfor regularcontrol
meshes.

Extraor dinar y ver tices

In the vicinity of the extraordinaryverticeswith valence �

� 6 we
have to applya differentanalysistechnique.After theconvergence
in the regular meshregions(which for subdivision meshesmeans
”almosteverywhere”)hasbeenshown, it is suf�cient to analysethe
behavior of thelimit surfaceattheremainingisolatedextraordinary
points.

The intuition behind the suf�cient convergence criteria by
[Rei95,Zor97,Pra98] is that therepresentationof the local neigh-
borhoodV with respectto theeigenvectorbasisof thelocalsubdivi-
sionmatrixScorrespondsto atypeof Taylor-expansionof thelimit
surfaceatthatextraordinarypoint. Hence,theeigenvectors(”eigen-
functions”)have to satisfysomeregularity criteriaandthe leading
eigenvalueshave to guaranteeanappropriatescalingof thetangen-
tial andhigherordercomponentsof theexpansion.Especiallythe
conditions(5) have to besatis�edfor all valencesn � 3 �����	��� nmax.

Whencheckingtheeigenstructureof thesubdivisionmatrixSwe
have to usea suf�ciently larger-ring neighborhoodV of thecenter
vertex p. In facttheneighborhoodhasto belargeenoughsuchthat
the regular part of it de�nes a completesurfacering aroundp by
itself [Rei95]. In thecaseof � 3-subdivision we hencehave to use
r � 4 ringsaroundp (since4 is thediameterof thesubdivisionbasis
function's support).This meanswe have to analysea � 10n

�

1� �

� 10n
�

1� matrix wheren is p'svalence.
Luckily thesubdivision matrix Shasa block circulantstructure

and it turns out that the leadingeigenvaluesof S are exactly the
eigenvalueswe found in (4). Sincethoseeigenvaluessatisfy (5)
we concludethat thematrix Shastheappropriatestructurefor C1

convergence.
The exact condition on the eigenvectorsand the injectivity of

the correspondingcharacteristic map are quite dif�cult to check
strictly. Wethereforerestrictourselvesto thenumericalveri�cation
by sketchingthe iso-parameterlines of the characterisitcmap in
Fig. 17.


