Application of Zernike polynomials towards accelerated adaptive focusing of transcranial high intensity focused ultrasound
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Purpose: To study the phase aberrations produced by human skulls during transcranial magnetic resonance imaging guided focused ultrasound surgery (MRgFUS), to demonstrate the potential of Zernike polynomials (ZPs) to accelerate the adaptive focusing process, and to investigate the benefits of using phase corrections obtained in previous studies to provide the initial guess for correction of a new data set.

Methods: The five phase aberration data sets, analyzed here, were calculated based on preoperative computerized tomography (CT) images of the head obtained during previous transcranial MRgFUS treatments performed using a clinical prototype hemispherical transducer. The noniterative adaptive focusing algorithm [Larrat et al., “MR-guided adaptive focusing of ultrasound,” IEEE Trans. Ultrason. Ferroelectr. Freq. Control 57(8), 1734–1747 (2010)] was modified by replacing Hadamard encoding with Zernike encoding. The algorithm was tested in simulations to correct the patients’ phase aberrations. MR acoustic radiation force imaging (MR-ARFI) was used to visualize the effect of the phase aberration correction on the focusing of a hemispherical transducer. In addition, two methods for constructing initial phase correction estimate based on previous patient’s data were investigated. The benefits of the initial estimates in the Zernike-based algorithm were analyzed by measuring their effect on the ultrasound intensity at the focus and on the number of ZP modes necessary to achieve 90% of the intensity of the nonaberrated case.

Results: Covariance of the pairs of the phase aberrations data sets showed high correlation between aberration data of several patients and suggested that subgroups can be based on level of correlation. Simulation of the Zernike-based algorithm demonstrated the overall greater correction effectiveness of the low modes of ZPs. The focal intensity achieves 90% of nonaberrated intensity using fewer than 170 modes of ZPs. The initial estimates based on using the average of the phase aberration data from the individual subgroups of subjects was shown to increase the intensity at the focal spot for the five subjects.

Conclusions: The application of ZPs to phase aberration correction was shown to be beneficial for adaptive focusing of transcranial ultrasound. The skull-based phase aberrations were found to be well approximated by the number of ZP modes representing only a fraction of the number of elements in the hemispherical transducer. Implementing the initial phase aberration estimate together with Zernike-based algorithm can be used to improve the robustness and can potentially greatly increase the viability of MR-ARFI-based focusing for a clinical transcranial MRgFUS therapy.
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I. INTRODUCTION

Magnetic resonance imaging guided focused ultrasound surgery (MRgFUS) is an attractive technique for the treatment of various pathologies, including uterine fibroids, breast tumors, liver tumors, and a range of brain pathologies due to its noninvasiveness and the absence of ionizing radiation. In recent clinical trials, MRgFUS was used to treat neuropathic pain, brain tumors, and essential tremors. Historically, delivering ultrasound energy to targets inside the brain has been challenging because of the adverse effects that the skull bone has on the propagation of the ultrasound field. The inhomogeneity of the acoustic properties of the calvarium causes amplitude and phase aberrations of the ultrasound beam, which affect the position, shape, and intensity of the acoustic focus. To overcome the detrimental effects of the skull on transcranial ultrasound focusing, modern phased-array transducers are designed with a large number of elements, which can be individually phased to compensate for aberrations caused by the skull.

Two general approaches to determining optimal transducer elements’ phase settings for correcting aberration have been explored to date. One relies on estimating local aberrations using an acoustic model of the patient’s skull, obtained from MR (Refs. 11 and 12) or computerized tomography (CT) (Refs. 13–16) images of the head prior to MRgFUS treatment and calculating individual transducer element’s phases based on simulated wave propagation. Accurate aberration estimation was demonstrated ex vivo using a 3D finite differences numerical simulation. The other approach uses adaptive focusing algorithms that manipulate the relative phase delays and sometimes the amplitudes of the individual transducer element’s emissions until the pressure at the desired location is maximized. The pressure, or rather the acoustic intensity, at the acoustic focus is measured indirectly and noninvasively using a dedicated MRI technique known as MR acoustic radiation force imaging (MR-ARFI). This imaging technique is sensitive to the displacement of tissue caused by acoustic radiation force, which is proportional to the local acoustic intensity of ultrasound and to the square of the local acoustic pressure. This technique uses motion-sensitive encoding gradients to encode the displacement of tissue as phase shifts in the MR image.

The CT-based aberration correction approach has already been used in clinical studies of transcranial MRgFUS. However, acquisition of the high resolution CT images exposes the patient to ionizing radiation without diagnostic indication. Moreover, the CT-based modeling approach can require up to several hours of computation time and relies on the accuracy of the acoustic model of the skull, transducer alignment, and intraoperative registration of CT and MR images. Since the acoustic model does not take into account potential dephasing caused by the presence of gas bubbles or electronic and mechanical misalignment, CT-based phase correction method was shown to result in suboptimal correction as compared to adaptive focusing approaches in ex vivo studies. MR-ARFI-based adaptive focusing is of interest as it does not require a presurgical CT scan and it can provide superior correction. However, current approaches require the acquisition of as many as 4 × N MR-ARFI images, where N is number of transducer elements, which for current clinically used large phased-array transducers is either 512 or 1024 elements. Acquisition of such large numbers of images is very time consuming and adds significantly to total table time for the patient. Therefore, there is a critical need to reduce the total scan time for the adaptive focusing approach to be suitable for clinical applications.

The purposes of this work were to study the phase aberrations produced by human skulls during a transcranial MRgFUS phase I clinical study and to demonstrate the potential of Zernike polynomials (ZPs) (Ref. 23) to accelerate the adaptive focusing process. ZPs are commonly used in microscopy, astronomy, and ophthalmology to describe wave front aberrations. In the first part of this study, the skull thickness and the corresponding phase aberration data from five patients are examined. Similarities and differences between different subjects are assessed qualitatively and quantitatively by looking at the correlations between different data sets. In the second part, a noniterative adaptive focusing approach based on ZPs is introduced and tested with five patient data sets using simulation of the clinical hemispherical phased-array transducer. The effect of the Zernike-based phase aberration correction on acoustic intensity at the focus is then visualized experimentally ex vivo using MR-ARFI. Finally, the potential benefit of using phase corrections obtained in previous studies to provide the initial guess for correction of a new data set is tested.

II. BACKGROUND AND THEORY

The total pressure at the acoustic focus of a phased-array transducer is the superposition of the spherical waves emitted by each transducer element. In the ideal case, when there are no aberrations, it can be written as

\[ P_{\text{ideal}} = \sum_{i=1}^{N} e_i, \]

where \( e_i \) is the emission signal of a single element consisting of amplitude and phase. Skull aberrations perturb this relationship, so the total pressure becomes

\[ p = \sum_{i=1}^{N} g_i \cdot e_i, \]

where \( g_i \) is a complex coefficient that relates the emitted waves of the transducer element \( i \) with its effective contribution to the resulting field in the acoustic focus, and thus represents the aberration experienced by this wave. The magnitude of \( g_i \) corresponds to acoustic attenuation, while the angle of \( g_i \) corresponds to phase aberration. Correcting for these coefficients in the emissions \( e_i \) will compensate for the aberrations. Phase aberrations are corrected by shifting the phases of each element’s emission signals, \( e_i \), by the opposite of the phase of \( g_i \).

Adaptive focusing with MR-ARFI has been demonstrated using iterative and noniterative approaches ex vivo. In the
iterative approach, the phase shifts of small groups of transducer elements are adjusted sequentially using an iterative optimization algorithm until displacement, and thus pressure, is maximal at the focal spot. In the noniterative approach, the optimal transducer phases are derived analytically based on a set of reference measurements. In the original approach presented by Larrat et al., a Hadamard matrix $H$ is used to encode groups of transducer elements into $N$ virtual transducers. The resulting pressure at the focus, $p$, is given by

$$ p = \sum_{i=1}^{N} g_i \cdot h_i, \quad (3) $$

where $h_i$ are the elements of the column vectors $h_i$ of the Hadamard matrix encoding the virtual transducers. For each encoded emission, the pressure, $p$, is determined noninvasively using MR-ARFI. The complex aberration coefficients, $g_i$, are then found by solving Eq. (3). Using the notation introduced by Larrat et al., the equation can be presented in matrix form

$$ \mathbf{p}^H = \mathbf{g} \cdot \mathbf{H}. \quad (4) $$

where $\mathbf{p}^H$ is a vector of focal pressures measured during the encoded emissions $\mathbf{h}_i$. After visual inspection of the skull phase aberration patterns, presented in this study, we propose to replace the Hadamard encoding with an encoding basis potentially more representative of skull phase aberrations consisting of Zernike polynomials.

ZPs are an infinite set of two-dimensional, rotationally invariant polynomials that form a complete, orthogonal basis over the unit disk. On a continuous unit circle, ZPs are described by the equations

$$ Z_n^m(\rho, \theta) = \begin{cases} \sqrt{(2n+1)} R_n^m(\rho) \cos(m\theta) & \text{for } m > 0 \\ \sqrt{(2n+1)} R_n^m(\rho) \sin(|m|\theta) & \text{for } m < 0 \\ \sqrt{(n+1)} R_n^m(\rho) & \text{for } m = 0 \end{cases} \quad (5) $$

where $n$ is the radial polynomial order and $m$ is the azimuthal frequency. The radial Zernike polynomial, $Z_n^m(\rho)$, is defined as

$$ Z_n^m(\rho) = \sum_{s=0}^{(n+|m|)/2} \frac{(-1)^s(n-s)!}{s!\left(\frac{n+|m|}{2}-s\right)!\left(\frac{n-|m|}{2}-s\right)!} \rho^{n-2s}. \quad (6) $$

The first five modes of ZPs are shown in Fig. 1. To simplify notation in this work, the Malacara indexing system is used when referring to specific polynomials. Polynomials are arranged into a sequence of increasing radial orders and frequency and are given a mode number reflecting their order in the sequence. For example, $Z_0^0$, $Z_1^{-1}$, $Z_1^1$, $Z_2^{-2}$, $Z_2^2$, $Z_3^{-3}$ become $Z_1$, $Z_2$, $Z_3$, $Z_4$, $Z_5$, $Z_6$. The dotted arrows in Fig. 1 show the order in which ZPs are sorted into a sequence of $Z_k$ polynomials.

III. MATERIALS AND METHODS

III.A. Analysis of acoustic aberrations in the human skull

The phase correction data obtained during five transcranial MRgFUS treatments, previously described by Martin et al., was reused in this work. During these treatments, patients underwent a selective central lateral thalatomy performed using a clinical prototype FUS system (ExAblate 4000, InSightec, Tirtat Carmel, Israel) integrated into a 3 T MRI scanner (GE, Milwaukee). The FUS system consisted of a hemispheric 1024-element phased-array transducer, shown schematically in Fig. 2(a), operating at a central frequency of 650 kHz. The phase aberrations experienced by acoustic waves emitted from each transducer element were evaluated using a ray acoustic model made of various layers of different acoustic characteristics. The acoustic properties of the layers were obtained by analyzing the preoperative CT images of patient’s head. The mean and the standard deviation of phase aberration values across all elements were calculated for each subject. Fully anonymized CT data sets of the patients were used to obtain thickness maps of the skulls, calculated as the distance between the inner and outer surfaces of the skull. The inner and outer surfaces were segmented using a threshold of 476 Hounsfield units. The most superior slices of CT data set, approximately corresponding to the part of the skull expected to be inside the hemispherical transducer, were segmented. After segmentation, the coordinates of the inner and outer boundaries of the skull were processed using GeoMagic (Geomagic Inc.) 3D software. The inner and outer surfaces were constructed from the boundary coordinates, and the distance between the two surfaces was calculated based on the nearest point approach.
Correlation coefficients were calculated between the aberration values for every pair of data sets, using a MATLAB function computing correlation coefficients based on covariance (corrcoef.m).

III.B. Simulation of noniterative adaptive focusing algorithm based on Zernike encoding

In this part of the work, discrete Zernike polynomials were calculated using the Matlab Zernike function (zernfun.m) (Ref. 30) which implements the analytical expressions in Eqs. (5) and (6). The polynomials were sampled at the (x, y) locations of each element of the hemispherical transducer. These locations are plotted in Fig. 2(a). Since orthogonality of continuous ZPs is perturbed by discrete sampling, it is necessary to orthonormalize the discrete polynomials. Their mutual orthogonality was tested by computing the Gram matrix before and after orthonormalization.

To apply ZPs in the adaptive focusing algorithm, which is explained in detail using Hadamard encoding by Larrat et al.,17 a full rank N by N Zernike matrix, , was constructed using the orthonormalized discrete ZPs,

\[
\mathbf{Z} = \begin{bmatrix} Z_1^T & Z_2^T & \cdots & Z_i^T & \cdots & Z_N^T \end{bmatrix}.
\]

Here \(Z_i^T\) is an orthonormalized discrete ZP of mode \(i\), written as a column vector with superscript \(T\) indicating vector transposition. Using notation introduced in Ref. 17 and Zernike encoding, the relationship described by Eq. (4) can be rewritten as

\[
\mathbf{p}^Z = \mathbf{g} \cdot \mathbf{Z}.
\]

In order to estimate \(\mathbf{g}\), the phase delays of each \(Z_i^T\) emission can be optimized relative to a reference emission \(Z_1^T\). The values of \(\mathbf{p}^Z\) are inferred by measuring the intensity of the field produced by the superposition of each \(Z_i^T\) with the reference emission. The pressure, \(p_i^Z\), produced by the first virtual transducer emission, \(Z_1^T\), is referred to in this work as reference pressure with an amplitude of 1 and a phase of 0. Using a method described by Larrat et al.,17 four intensity measurements \(I_i^a, I_i^b, I_i^c,\) and \(I_i^d\) are necessary for each \(Z_i^T\) emission combination in order to estimate phase and amplitude of \(\mathbf{p}^Z\). The four transmit superpositions \(s_i^a, s_i^b, s_i^c, s_i^d\) that are used to obtain the four desired intensity measurements are

\[
\begin{align*}
  s_i^a &= (Z_i^T + Z_1^T), \\
  s_i^b &= (Z_i^T - Z_1^T), \\
  s_i^c &= \sqrt{2}(Z_i^T + jZ_1^T), \\
  s_i^d &= \sqrt{2}(Z_i^T - jZ_1^T).
\end{align*}
\]

In Hadamard encoding, half of the elements will transmit at full power while half of the elements will be turned off for each of the four superpositions. In Zernike encoding, transmission amplitude for the elements, \(s_i\), varies continuously between zero and one, not necessarily reaching one for every Zernike mode. It would be inefficient signal-to-noise ratio (SNR)-wise to use maximum emission powers less than the maximum transducer element power. Therefore, to take advantage of the full dynamic range of the transducer, scaling coefficients \(c_i^a, c_i^b, c_i^c,\) and \(c_i^d\) are applied to \(s_i^a, s_i^b, s_i^c,\) and \(s_i^d\) to maximize the amplitude of each transmission. Once the measurements of \(I_i^a, I_i^b, I_i^c,\) and \(I_i^d\) are collected, they are scaled by the inverse of \((c_i)^2\) in order to get the measurement we would have obtained if no \(c_i\) scaling was used. The use of scaling coefficients relies on a linear relationship between applied power and the displacement phase measured with MR-ARFI.

After making the four intensity measurements, \(\mathbf{p}^Z\) can be calculated using

\[
\begin{align*}
  \text{Re} \left(p_i^Z\right) &= \frac{1}{2} \rho c \left( \frac{I_i^a}{c_i^2} - \frac{I_i^b}{c_i^2} \right) \\
  \text{Im} \left(p_i^Z\right) &= \frac{1}{4} \rho c \left( \frac{I_i^a}{c_i^2} - \frac{I_i^b}{c_i^2} \right).
\end{align*}
\]

Equation (10) takes into account the density, \(\rho\), and the speed of sound, \(c\), of the tissue of interest. The aberrations vector \(\mathbf{g}\) can be calculated as

\[
\mathbf{g} = \mathbf{p}^Z \cdot \mathbf{Z}^{-1}.
\]
where the phase and amplitude of $g$ represent the phase and relative amplitude of the aberrations for each of the $N$ elements of the array of emitting transducers.

The Zernike-encoding-based algorithm for estimation of aberrations was tested using a simulated ExAblate 4000 hemispherical transducer (Fig. 2), modeled in MATLAB using the Rayleigh-Sommerfield method. The transducer was simulated in a monochromatic regime (710 kHz) and focused on the natural focus of the hemisphere. The choice of the central frequency 60 kHz higher than the frequency of the transducer used in the clinical study from which the phase aberrations were obtained was based on the frequency of the hemispherical transducer available during this study (see Sec. III.C). Though calculated for a transducer of 60 kHz lower frequency, the phase aberrations were considered representative for 710 kHz case. The speed of sound of the medium was simulated as 1500 m/s. The pressure field at the focus, calculated on a 5 by 5 mm grid with a spatial step of 0.1 mm, was converted to intensity by taking the square of pressure. The complex values of $p_\text{ZP}^2$ at the focus were calculated for each Zernike-encoded emission, $Z_\text{ZP}^2$. The influence of the number of ZP modes used for aberration correction was studied by implementing the algorithm with the number of ZP modes, $N_{\text{zp}}$, increasing from 1 to $N$, where $N$ is 960, the number of active elements in the 1024-element transducer. For each set of Zernike polynomials, Eq. (11) was solved using an $N$ by $N$ inverse of a Zernike matrix and $p_\text{ZP}^2$ vector, with $p_\text{ZP}^2$ values set to zero for $i$ greater than $N_{\text{zp}}$, the number of Zernike-encoded emissions used. Then, corrections were calculated using ZPs up to mode $N_{\text{zp}}$. Phase correction was applied to compensate for the patient’s phase aberration. Relative intensity was calculated as the ratio of intensity after correction to intensity without aberrations.

III.C. Experimental validation of the effect of phase correction computed using Zernike encoding

The effect of phase aberration correction values calculated using the Zernike-based adaptive focusing algorithm on focal point intensity was studied experimentally in a gel phantom using MR-ARFI to measure acoustic intensity in the focus. Phase aberration values obtained in the treatment of subject 1 were applied to the hemispherical transducer and then compensated for using the phase correction values calculated in the simulations described in Sec. III.B. Displacement measurements were performed for phase corrections using the following increasing number of ZP modes: 4, 10, 30, 50, 70, 90, 110, 130, 200, 500, 700, and 960, where 960 is $N$, the number of active elements in the transducer.

Measurements were performed using the hemispherical transducer (ExAblate 4000, InSightec, Tira Carmel, Israel) placed vertically into a 1.5 T MRI scanner (GE, Milwaukee) and filled with degassed water. This transducer operated at 710 kHz. A tissue-mimicking phantom based on 5% fat milk (Malabi Dairy Dessert of Gad Dairies, Bat-Yam, Israel) was positioned in the plane of the natural focus using a holder as shown in Fig. 2(b). An acoustic absorber was placed on top of the phantom [Fig. 2(c)] to avoid interfering reflections.

Tissue displacement phase was imaged using a 2D Fourier transform spin-echo MR-ARFI pulse sequence with repeated bipolar displacement encoding gradients. Displacement encoding gradients were applied along the dominant direction of the ultrasound induced radiation force, as shown with an arrow in Fig. 2(b). The duration of each encoding lobe was 6.1 ms, the duration of the ultrasound pulse was 19 ms. Imaging was performed using a solenoid breast RF coil in a transverse plane relative to the ultrasound. The following imaging parameters were used: TE = 41 ms, TR = 500 ms, FOV = 30 x 20 cm, matrix size = 256 x 82, BW = 15.63 kHz, and slice thickness = 6 mm. Total acquisition time was 50 s for each phase correction. The displacement phase at the focal spot was calculated as displacement phase signal averaged over 3 x 2 pixels. The displacement phase signal-to-noise ratio was computed as the ratio of the average displacement phase at the focal spot to the displacement phase noise. The noise was calculated as standard deviation of displacement phase in a 50 by 30 pixels region of interest outside of the focal spot.

III.D. Initial guess for noniterative adaptive focusing algorithm based on existing phase aberration data

In this section, we tested whether phase aberration data obtained from previous subjects can be used to construct an initial phase aberration estimate for a new subject. Two methods were investigated. First, using aberration data from five subjects, the initial phase aberration estimate for each subject was calculated as the average of the other four subjects’ aberrations. Second, the data sets were separated into groups, based on the magnitude of the correlation coefficients between each pair of the subjects. In each group, the initial estimate was the average of the phase corrections of the remaining subjects in the group. Using these methods of constructing the initial guess phase aberration, the adaptive focusing Zernike-based algorithm was implemented and the relative intensity values after correction were calculated as described in Sec. III.B. The number of ZP modes necessary to achieve relative intensity 90% of the nonaberrated case was calculated for each subject and each initial estimate method.

IV. RESULTS

IV.A. Analysis of acoustic aberrations in the human skull

Skull thickness maps calculated by segmentation of the five patients’ head CT images are shown in Fig. 3(a). These data are presented here to relate the phase aberration data from the clinical studies [Fig. 3(b)] to individual subjects’ cranium morphology. Qualitative comparison of the shapes and variations of thickness across the five skulls shows a range of differences in the shape, size, and bone thickness. Despite these differences, some thickness variation patterns can be recognized in all of the skulls. For example, there is thickening in the posterior medial section of the skull in all five subjects. Some skull thickness variation patterns observed in
Fig. 3. Skull data of five patients: (a) skull thickness map displayed on the surface of the skull, calculated by segmenting head CT images of the patients (color scales are different across five subjects); (b) unwrapped phase aberration data calculated for each element of the hemispherical transducer during the MRgFUS treatments based on ray acoustic model made of various layers having different acoustic characteristics, which were obtained by analyzing the preoperative CT images of the patients. Small rectangular tiles schematically represent the elements of the transducer. The mean and the standard deviation of phase aberration data set are given for each patient.

Fig. 3(a) can also be observed in the phase aberration values seen by each transducer element, shown in Fig. 3(b). The average phase aberration, computed for each subject using unwrapped phase aberration data, varied between 10.53 rad and 13.23 rad with standard deviations varying between 1.38 rad and 2.3 rad.

The correlation coefficients across pairs of subjects are displayed graphically in Fig. 4. The correlation results suggest that these five data sets can be divided into two groups based on the level of correlation between the data. Correlation coefficients for subjects 1, 2, and 3 are greater than 0.8 and can be grouped together. Subjects 4 and 5 have a correlation coefficient of 0.65, and can be grouped together as well. The correlation between any two subjects across the two groups is less than 0.4.

IV.B. Simulation of noniterative adaptive focusing algorithm based on Zernike encoding

Example Zernike polynomials $Z_2$ and $Z_{12}$ calculated for (x,y) coordinates of the hemispherical transducer are shown in Fig. 5(a), normalized such that the norm of each polynomial was equal to 1. The Gram matrix, expected to be an identity matrix for a set of orthonormal vectors, exhibited several nonzero entries [Fig. 5(b)] below and above the main diagonal, indicating compromised orthogonality of the set. This was corrected using the Gram-Schmidt orthogonalization process.

![Fig. 5.](image)
Normalized values of $|p^i_{Zi}|^2$ calculated for each Zernike-encoded emission up to the 960th mode for the phase aberration examples of subjects 1–5.

The squared absolute values of $p^i_{Zi}$, simulated at the focus for the five aberration cases, normalized by the highest value for each data set, are shown in Fig. 6. These results indicate the relative contribution of each mode of ZPs to the overall aberration correction. These values also correspond to the squared absolute values of expansion coefficients if phase aberration data were expressed using Zernike polynomials as the basis. It can be seen that for all of the five examples of aberration, the intensities resulting from the emissions encoded with the lower modes of ZPs have the highest values, thus pointing at the greater correction effectiveness of the low modes of ZPs. The greater effect of low-mode Zernike correction on the intensity at the focal spot can be observed in Fig. 7. The relative intensity for each of the five examples achieves 90% of nonaberrated intensity using fewer than 170 modes of ZPs.

**IV.C. Experimental validation of the effect of phase correction computed using Zernike encoding**

Figure 8(a) shows the displacement phase images obtained after compensating for the phase aberration of subject 1 with phase correction values computed using an increasing number of ZPs. The average displacement phase at the focal spot, normalized such that the maximum displacement of the non-aberrated case is 1, is shown in Fig. 8(b). The displacement phase SNR was 21 without phase aberration and 15.5 with phase aberration numerically applied. Similar to the intensity calculated using simulations, the behavior of the displacement phase at the focal spot indicates that the effect of the lower modes of ZPs on aberration correction is much greater than that of the higher modes. Ninety percent of the nonaberrated displacement phase is achieved while correcting the aberrations of subject 1 with aberration corrections estimated using fewer than 200 modes of ZP.

**IV.D. Initial guess for noniterative adaptive focusing algorithm based on existing phase aberration data**

The effects that each of the initial correction estimate approaches have on focal spot relative intensity are shown in Fig. 9(a). The changes in the number of ZP modes necessary to achieve 90% of nonaberrated intensity after applying the different initial estimates are shown in Fig. 9(b). Using an initial correction estimate calculated with Method 1, which takes the average of the four subjects as the initial correction for the fifth subject, increases intensity at the focal spot compared to no initial correction only for subjects 1, 2, and 3, and reduces intensity for the other two subjects. For subjects 2–5, applying Method 1 to calculate the initial estimate increases the number of ZP modes necessary to achieve 90% of nonaberrated intensity. Using an initial estimate calculated with Method 2, which computed the initial estimate as the average of the subjects from the same subgroup only, increases the initial intensity for all five subjects. However, using this initial correction increases the number of ZP modes necessary to achieve 90% of nonaberrated intensity for all five subjects, with more than 100 additional ZP modes needed for subjects 4 and 5.

**V. DISCUSSION**

This work serves as an initial exploration into the use of Zernike polynomials to accelerate the ultrasound phase
aberrations correction process, potentially without the use of ionizing radiation. Applying a Zernike-based correction algorithm to compensate for the phase aberrations of five patients showed that a majority of the correction was achieved by fitting aberrations with low modes of ZP, using 170 or fewer modes to achieve 90% of the nonaberrated intensity. With four intensity measurements required to estimate each $p_i^Z$, in the context of using displacement phase images to drive this focusing algorithm, only $4 \times 170 = 680$ MR-ARFI acquisitions might achieve sufficient focusing. This offers substantial time savings compared to the $4 \times 960 = 3840$ measurements that would be necessary to achieve complete correction. As Zernike-based adaptive focusing requires continuous amplitude modulation, it is thus best suited for transducers with that capability.

The improvement in acoustic intensity at the focal spot after application of Zernike-based corrections was demonstrated in simulations using aberration data from five subjects. The intensity at the focal spot obtained during Zernike-encoded ultrasound emission was the highest when encoding with the lower modes, and then it decreased with the increasing Zernike polynomial mode. Therefore, prior to performing the MR-ARFI measurements of all the Zernike-encoded emissions, it would be important to select the imaging parameters that maximize the SNR of the displacement phase image of a high mode Zernike-encoded emission.

The effect of the Zernike-based phase correction on the focal acoustic intensity was experimentally visualized by measuring the displacement phase at the focal spot using MR-ARFI. The SNR of the displacement phase at the focal spot measured here was comparable to the displacement phase SNR of 20.2 measured in *ex vivo* brain tissue in the absence of the skull using an alternative transcranial focused ultrasound system. In the presence of a skull, the SNR of displacement phase images will be lower which may lead to inaccurate estimates of the pressure at the focal point $p_i^Z$ and ineffective phase correction, as was shown by Marsac *et al.* Therefore, increasing the beam intensity at the focal spot prior to making displacement phase measurements for an adaptive focusing algorithm would improve the SNR of MR-ARFI images and allow for better estimation of correction values. That is the reason why we explored the use of phase aberration data from previous patients to provide an initial correction estimate for a new subject, which could in one step improve the transducer focusing and increase the intensity at the focal spot. Using the phase aberration data from five subjects, we found that phase aberrations amongst some subjects are much more correlated than with other subjects. Here, the subjects fell into two subgroups: 1, 2, 3—into one group, and 4 and 5—into another. Making an initial correction estimate based on the data from other subjects within their subgroup led to an improved initial intensity in each of the five cases. When using less than a full set of Zernike polynomials, the initial guess serves as an estimate of the unmeasured higher order coefficients, and can therefore change how many measurements are necessary to achieve a particular level of full intensity. In this study, to achieve 90% of the full intensity, for some of the subjects, fewer ZP modes were needed thanks to the initial guess. And for other subjects, there was a need for a greater number of ZP modes. In practice, this kind of initial estimate would result in more accurate estimation of ZP correction coefficients, but require a greater number of measurements to achieve satisfactory correction. This is a tradeoff, one would consider on a case by case basis, depending on the initial SNR of displacement phase image for a particular subject’s skull aberration.
Further studies of initial phase correction estimates’ effectiveness would help to transition this work into a clinical setting. First, a larger population of skull measurements should be analyzed. Two distinct groups were observed when analyzing correlation between the five subjects studied here. However, once a larger population of skull measurements is analyzed, it may be determined that all skulls are unique and no similarity patterns arise. Or it may be found that a small number of representative skulls can give appropriate initial estimates for the large majority of subjects. Alternatively, it may be found that certain low-mode Zernike-based corrections are largely consistent across the population, which would allow for a common low-mode correction to be used as an initial estimate for each new subject. It would also be of interest to explore MR images of a skull as a way to associate a new patient with an appropriate initial estimate of aberrations based on a subgroup of similar skulls. In future work, the effects of noise and blurring (due to shear waves and other effects) in the displacement phase measurements on the performance of this adaptive focusing algorithm need to be assessed. Finally, the use of spherical harmonics for characterizing aberrations and corrections should also be explored. It may be the case that spherical harmonics offer even greater correction efficiency, either in place of or in combination with Zernike polynomials.

In this work, the application of Zernike polynomials to phase aberration correction was shown to be beneficial for adaptive focusing applications of transcranial ultrasound. Simulation and experimental results showed that skull-based phase aberrations can be well approximated by a number of ZPs representing only a fraction (<20%) of the number of elements in the hemispherical ultrasound transducer, which would allow for more than a 5× speedup in aberration correction as compared to full sampling approaches proposed before. The concentration of relative contribution to phase aberration correction at lower mode ZPs and the improvement of intensity at the focal spot after correction with an initial estimate may make the Zernike-based approach introduced here more robust to MR-ARFI measurement noise. These improvements can potentially greatly increase the viability of MR-ARFI-based adaptive focusing for a clinical transcranial MRgFUS therapy.
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**FIG. 9.** Effects of the initial estimate for calculating aberration correction using two methods. In Method 1, the initial estimate of phase correction for each subject was constructed as the average of the other four subjects’ aberrations. In Method 2, the subjects were divided into two subgroups: subjects 1,2,3 and subjects 4,5. In Method 2, the initial estimate was the average of the phase corrections of the remaining subjects in the subgroup. (a) Change in the initial intensity at the focal spot, as the difference in acoustic intensity at the focus with the initial guess of phase correction and without initial guess relative to the aberrated case. (b) Change in the number of ZP modes necessary to achieve 90% of intensity of the nonaberrated case relative to the default method that uses no initial guess.
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