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Abstract—In this paper, we address the issues of maintaining presence of certain triggering events.
sensing coverage and connectivity by keeping a minimal number  One important issue that arises in such high-density sensor

of sensor nodes in the active mode in wireless sensor networks.neqyorks is density control— the function that controls
We investigate the relationship between coverage and connectlv-the density of the working sensor set to a certain level
ity by solving the following two sub-problems. First, we prove ity working : v

that if the radio range is at least twice of the sensing range, a [32]. Specifically, density control ensures only a subset of
complete coverage of a convex area implies connectivity amongsensor nodes operates in the active mode, while fulfilling the
the working set of nodes. With such a proof, we can then focus following two requirements: (icoverage:the area that can

only on the coverage problem. Second, we derive, under the ideal e 1 gnitored is not smaller than that which can be monitored
case in which node density is sufficiently high, a set of optimality ) . o

conditions under which a subset of working sensor nodes can be by a full set _Of sensors; and ("¢OnneCt'V'tY' the sensor
chosen for full coverage. network remains connected so that information collected by

Based on the optimality conditions, we then devise a de- sensor nodes can be relayed back to data sinks or controllers.
centralized and localized density control algorithm, Optimal  Under the assumption that an (acoustic or light) signal can

Geographical Density Control(OGDC), for density control in  he getected with certain minimal signal to noise ratio by a
large scale sensor networksNs-2 simulation show that OGDC

outperforms the PEAS algorithm [32], the hexagon-based GAF- Sensor node only if thg SENSor 1S W'thm a cert_aln range of
like algorithm, and the sponsor area algorithm [28] with respect the signal source, the first issue essentially broils down to a
to the number of working nodes needed (sometimes at a 50% coverage problem: assuming that each node can monitor a
improvement), and achieves almost the same coverage as thedisk (the radius of which is called theensing rangeof the
algorithm with the best result. sensor node) centered at itself on a two dimensional surface,
what is the minimum set of nodes that can cover the whole
area? On the other hand, the second (connectivity) issue can
Recent technological advances have led to the emergenceefstudied, in conjunction with the first, if the relationship
small, low-power devices that integrate sensors and actuatbesween coverage and connectivity can be well characterized
with limited on-board processing and wireless communicatiga.g., under what condition coverage may imply connectivity
capabilities. Pervasive networks of such sensors and actuatoid vice versa).
open new vistas for many potential applications, such as batin addition to the above two requirements, it is desirable to
tlefield surveillance, environment monitoring and biologicathoose a minimal set of working sensors in order to reduce
detection [11], [15], [2], [20]. power consumption and prolong network lifetime. Finally,
Since most of these devices have limited battery life anddue to the distributed nature of sensor networks, a practical
is infeasible to replenish energy via replacing batteries on dpnsity control algorithm should be not only distributed but
to tens of thousands of sensors in most of the applications, ielso completely localized (i.e., relies on and makes use of
well accepted that a sensor network should be deployed witital information only) [11].
high density (up to 20 nodes? [26]) in order to prolong the In this paper, we address the above two issues, and based
network lifetime. In such a high-density network with energyen the findings, propose a fully decentralized and local-
constrained sensors, it is neither necessary nor desirablézed algorithm, calledDptimal Geographical Density Control
have all nodes operate in the active mode at the same tifl@GDC), for density control in large scale sensor networks.
If all the sensor nodes simultaneously operated in the acti@ar goal is to maintain coverage as well as connectivity
mode, an excessive amount of energy would be wasted arging a minimal number of sensor nodes. We investigate the
data thus collected would be highly correlated and redundarglationship between coverage and connectivity by solving
Moreover, excessive packet collision would occur as a resthe following two sub-problems. First, we prove that if the
that many sensors intend to send packets especially in th€io range is at least twice of the sensing range, a complete
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coverage of a convex area implies connectivity among tigea common design objective, algorithms used for wireless
working set of nodes. With such a proof, we can then foca&l hoc networks often aim to maximize the life time of each
only on the coverage problem. Second, we explore, undedividual node, while those used for sensor networks aim to
the ideal case in which node density is sufficiently high, maximize the time interval of continuously performing some
set of optimality conditions under which a subset of workingmonitoring) functions. Note that as long as the coverage and
sensor nodes can be chosen for full coverage. Based on ¢banectivity is maintained, a sensor network still functions
optimality conditions, we then devise a decentralized amekll even if some sensors die much earlier than others.
localized density control algorithm, OGDC. We also perform Several centralized and distributed algorithms have been
ns-2 simulation to validate OGDC and compare it against proposed for sensing coverage in sensor networks [27], [5],
hexagon-based GAF-like algorithm and the PEAS algorithf81], [32], [28]. Slijepcevicet al.[27] address the problem of
presented in [31], [32]. finding the maximal number of covers in a sensor network,
Several researchers have addressed the same or sinilaere a cover is defined as a set of nodes that can completely
issues, and we will provide a detailed summary of existincpver the monitored area. They proved the NP completeness
work in Section Il. The work reported in [31], [32], [28] comeof this problem, and provided a centralized heuristic solution.
closest to ours. However, the work reported in [31], [32] do€ghey showed that the proposed algorithm approaches the
not ensure complete coverage. The work reported in [28]pper bound of the solution under most cases. It is, however,
on the other hand, attempts to solve the complete coverage clear how to implement the solution algorithm in a
problem, but requires a large number of nodes to operatedistributed manner.
the active mode (even more than a simple algorithm based or¥e et al. [31], [32] present PEAS, a distributed, probing-
the idea of GAF does [29]). To the best of our knowledge, weased density control algorithm for robust sensing coverage.
are the first to formally investigate the relationship betwedn this work, a subset of nodes operate in the active mode to
coverage and connectivity, and devise a fully decentralized am@intain coverage while others are put into sleep. A sleeping
localized density control algorithm that gives the minimum setode wakes up occasionally to check if there exist working
of working sensor nodes for full coverage. nodes in its vicinity. If no working nodes are within its probing
The rest of the paper is organized as follows. In Sectionfidnge, it starts to operate in the active mode; otherwise, it
we give a detailed summary of existing work. In Section Il wsleeps again. The probing range can be adjusted to achieve
investigate the relationship between coverage and connectivitifferent levels of coverage redundancy. The algorithm guar-
In Section IV we derive the optimality conditions for fullantees that the distance between any pair of working nodes
coverage under the ideal case. Following that, we presentisnat least the probing range, but does not ensure that the
Section V the proposed density control algorithm. Finally, weoverage area of a sleeping node is completely covered by
present our simulation study in Section VI and conclude tlwther nodes, i.e., it does not guarantee complete coverage.
paper in Section VII. Cerpa and Estrin [5] present ASCENT, to automatically
configure sensor network topologies. In ASCENT, each node
measures the number of active neighbors and the per-link
Minimizing energy consumption and prolonging the systeufata loss rate through data traffic. Based on these two values,
lifetime has been a major design objective for wireless addecides whether to sleep or keep awake. ASCENT does
hoc networks. GAF [29] assumes the availability of GPS ambt consider the issue of completely covering the monitored
conserves energy by dividing a region into rectangular gridggion either.
ensuring that the maximum distance between any pair of nodedian et al.[28] provide an algorithm that provides complete
in adjacent grids is within the transmission range of eadwverage using the concept of “sponsored area.” Whenever
other, and electing a leader in each grid to stay awake amdsensor node receives a packet from one of its working
relay packets (while putting all the other nodes into sleep)eighbors, it calculates its sponsored area (defined as the
The leader election scheme in each grid takes into accoumiximal sector covered by the neighbor). If the union of
of battery usage at each node. SPAN [6], on the other hadl, the sponsored areas of the sensor node covers the whole
decides if a node should be working or sleeping based disk covered by itself, it turns itself off. As will be shown
connectivity among its neighbors. Both algorithms need tn Section VI, this approach may be less efficient than a
perform local neighborhood discovery. hexagon based GAF-like algorithm. Moreover, the authors
While traditional wired and wireless networks are expectazhly addressed the coverage problem without investigating the
to cater to a variety of user applications, a sensor netwarknnectivity problem.
is usually deployed to perform surveillance and monitoring The works reported in [21], [18] defines coverage (totally
tasks. This leads to two key differences. First, algorithms usdiferently) as finding a path through a sensor network, given
for wireless ad hoc networks do not address the issue of seti® location of all sensors. Two coverage problems are studied:
ing coverage. Second, although reducing power consumptitie best coverage problem attempts to find the path that
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minimizes the maximal distance of all points to their closest
sensors, while the worst coverage problem attempts to find the
path which maximizes the minimal distance of all points on
the path to their closest sensors. In particular, Meguerdichian
et al. [21] presented centralized algorithms for both the best
and worst coverage problems, andetial.[18] gave localized
algorithms for both problems. Another related problem is to
deploy a minimal number of base stations in cellular networks
so as to cover the maximal area. The work reported in [19],
[23] approach this problem via devising centralized numerical
methods.

In addition to coverage and connectivity, several other
issues have also been addressed in the context of sensor
networks, such as information dissemination [17], [14], [30],
architectural consideration for networked sensor devices [13],
[24], localization without the aid of GPS [3], [25], [22]. ThoS€Fig. 1. A scenario that demonstrates> 2r is a necessary condition that

are orthogonal to the work reported in this paper. coverage ensures connectivity. All nodes have a sensing range afid a
radio range ofr; < 2r,. A sufficient number of nodes are placed on the

circle centered a® and with radiusr; + ¢ < 2rs (wheree > 0), and cover
HI. RELATIONSHIP BETWEEN COVERAGE AND the entire disk centered & and with radius-; 4+ ¢. However, the network is
CONNECTIVITY not connected as the distance between nodend any other nodes is more

In this section we investigate the relationship betweeﬂﬁan”'

coverage and connectivity. Specifically, we derive the neces-

sary and sufficient condition under which coverage implie?aim that there must exist some other node within or on the

connectivity — the radio range is at least twice of th€. : . P
sensing range. We assume the whole area is a convex set, F%e' Otherwise since the number of nodes is finite in any
denote the sensing range and the radio transmission rang 'Qg? area, we can move .the circle alofi® tpward n_odeD
respectivelyy, andr;. y a minimum d|staqce in order for t.he circle to include
another node. Then if we move the circle alofi¢p toward
nodeD by a distance/2, there will be no node within or on

.TH.EQREM 1 Assume th.e.numberof sens.ors n any finite arq e circle. That means the center of the circle is not covered
is finite. Then the condition that the radio range is at lea

. . . - ty any node, which violates the condition of coverage. Let
twice of the sensing range 15 both necessary and SL"’-nc'emnc?deP be such a node that lies within or on the circle
ensure that coverage implies connectivity. (before it is moved). NodeS and P are connected since their

Proof It is easy to see that the necessary condition to ens@igtance is less thadr, < r;. Hence nodes” and D must
connectivity given the full coverage is > 2r,. We prove be disconnected; otherwise nodésand D are connected.

this by devising a scenario in which coverage does not impR"c€ £SPD > 7/2 > /ZPSD, we have|SD| > [PD|.
connectivity if -, < 2r,. In Figure 1, a sensor is located! NiS contradicts the assumption that nodeand D has the

at O and has, respectively, a sensing radiysand a radio minimal distance among all the pairs of disconnected nodes.
transmission radiug; < 2r;,. Now we place a sufficient 0
number of sensors on the circle centeredand with radius By Theorem 1, if the radio range is at least twice of the
re + € < 2r, (wheree > 0) such that they together cover thesensing range, then if the coverage is satisfied, the connectivity
whole disk centered a® and with radiusr; + ¢. However, is also satisfied. Although the above derivation is made on a
this network is not connected since the distance between node
O and any other node is more than

Next we show that; > 2r is also a sufficient condition
to ensure that coverage implies connectivity. We assume that D
the number of sensors in any finite area is finite, and prove
this by contradiction. If the network is disconnected, there
exists a pair of nodes between which there exists no path. We S
find a pair of such nodesS(D)(Fig. 2), with the minimal
distance among all pairs of disconnected nodes. Consider the
circle whose center is on the line from nodeto node D Fig. 2. A scenario that demonstrates > 2r is the sufficient condition to
and the distance between its center and nSdis r,. We ensure coverage implies connectivity.




two dimensional surface, both the theorem and its proof apghe point minusiz(x), where
to the three dimensional space as well. With Theorem 1 we
reduce the problem of ensuring both coverage and connectiv- 1 if z € R,
ity to a much simpler problem of ensuring coverage only, and Ir(r) = { @
will henceforth consider only the coverage problem.
Note also that if the radio range is too large as compargtie intuition behind the above definition is that whén
to the sensing range, the network may be subject to excessjgsors can cover a point if the pointz is in the monitored
radio interference although its connectivity is ensured. Consegion R, then N — 1 of them are redundant; otherwise, all
quently Theorem 1 also suggests a minimum radio range tlofitthem are redundant. Next, the overlap of sensing areas
ensures connectivity. Most wireless devices can adjust thefrall the sensors is the integral of overlaps at all points in
transmission range by adjusting their transmission power. Bye area covered by all the sensors. In general, the larger the
Theorem 1, we should set the transmission range to be twwgerlap of an area, the more amount of data (for environmental
of the sensing range. monitoring or target tracking, for example) will be generated
(some of which may be redundant) and more power will be
IV. OPTIMAL SENSING COVERAGE IN THEIDEAL CASE consumed. However, an adequate degree of redundancy may
Recall that density control aims to find a minimum subs bte needed to gathgr acpurate, h_igh—fidelity data in some cases.
%\Ithough our focus in this paper is to ensure that every point is

of sensor node_s that completely covers a given area so .a%égered by at least one sensor, we will discuss how to extend
maximize the lifetime of the sensor network. Two requires | vork to ensure that every point is covered by at ldast

ments are implied here: first, the subset should complet%()‘(nsorS in Section VI,

ver the aredz. ifically, given that th ver r : . . .
cover the ared. Specifically, given that the coverage area o We claim that overlap is a better index for measuring

a sensor node is a disk centered at itself, we defio®ssing ! . .
ower consumption than the number of working sensors in

as an intersection point of the circle boundaries of two dis‘#ﬁe coverage problem for two reasons. First. while the number
A crossing is said to beoveredif it is an interior point gep ' ’

of a third disk. The following theorem extracted from [12 f workmg SENsors 1S no Ionge_r directly related to power
- . ansumption in the case where different sensors have different
pages 59 and 181 states a sufficient condition for comple

e . : . :
. L gpsing ranges, the measure of overlap is still valid, as a

coverage. It is also a necessary condition if we assume tha

the circle boundaries of any three disks do not intersect a

arger value of overlap implies more data redundancy and
point. The assumption is reasonable as the probability of t %Iowin theorem, minimizing the overlap value is equivalent
circle boundaries of three disks intersecting at a point is zer8, 9 ’ 9 P d

0 otherwise.

nsing power consumption. Second, as will be proved in the
if all sensors are randomly placed. Theorem 2 is one of tft&ﬁ rgg:]”sno'f;nr?;\?; tﬂg@gﬁgl\éﬁ;ﬂngﬁ?ﬁnzgrs in the case that
important theoretical bases for our distributed density contro g ranges.
algorithm in the next section.

THEOREM 3 If all sensor nodes (i) completely cover a region

THEOREM 2 Suppose the size of a disk is sufficiently smalldf @nd (i) have the same sensing range, then minimizing
than that of a regiorRz. If one or more disks are placed withinth® number of working nodes is equivalent to minimizing the
the regionR, and at least one of those disks intersect anoth@Verlap of sensing areas of all the nodes.

disk, and all crossings in the regioR are covered, themR is ) )
completely covered. Proof We prove the theorem by showing that given the

conditions stated in the theorem, the number of working

The second requirement is that the set of working sens@@1sor nodes and the overlap have a linear relationship with
should consume as minimal power as possible so as to proléhgositive slope.
the network lifetime. Under the assumptions that each sensoket the indicator function of a working nodg 7;(x), be
consumes the same amount of power when it is powered @gfined as
and has the same sensing range, the requirement of minimiz- S
ing power consumption broils down to that of minimizing the, ;) — 1, if x is within the coverage area of node
number of working sensors. Note that if sensors have different 0, otherwise.
sensing ranges (e.g., using different levels of power to sense),

a minimal number of working sensors does not necessariigt 2’ be a region that containg and the coverage areas of
imply minimum power consumption. all sensor nodes. Then the coverage area of a sensoriri®de
To facilitate derivation of conditions under which the sec disk with the sizef,,, I;(x)dx = |Si|, where|S;| denotes the
ond requirement is fulfilled, we first define tlewerlapat a size of the are&; covered by sensor nodeBy condition (ii),
point 2 the number of sensors whose sensing range can copgt = |S| for all . With the definition ofI;(z), the overlap



at pointx can be written as

N
L(z) =Y ILi(z) - Ir(). )
i=1

If N is the number of working nodes, then the overlap of
sensing areas of all the sensor nodescan be written as

L = / L(x)dx
N
= [ (@) In(w)is
R =
N
= Z/ I;(z)dz — |R]
i—1 YR Fig. 3.  An example that demonstrates how to minimize the overlap while
_ N|S| _ |R| (3) covering the crossing poir@®.
- ’

where condition (i) is implied in the first equality and condi-
tion (ii) is implied in the fourth equality. By Eq. (3), we provedisksA andB at the poiniO; otherwise, one can always move
that minimizing the number of working nod@g is equivalent disk C away from disksA and B to reduce the overlap.
to minimizing the overlap of sensing areas of all the sensorGiven that two disksd and B intersect, we now investigate
nodesL. 0 the number of disks needed, and their relative positions, in
This result is interesting because the total number 8fder to cover a crossing poiii of disks A and B and at
working sensor nodes is a global variable that may be difficdit€ same time minimize the overlap. Take the case of three
to obtain, while the overlapping areas between working noddisks (Fig. 3) as an example. LetPAO = ZPBO = ay,
can be, in general, easily measured as a local variable. In thi9o BQ = £0CQ 2 as, and ZOCR = ZOAR 2 as. We
paper we focus on the coverage problem under the case é@isider two cases: (i1, a2, a3 are all variables; and (ii)
all sensors have the same sensing range and will consider dhejs a constant butw, and o3 are variables. Each of the
other case in our future work. As mentioned above, the noti@pove two cases can be extended to the case in whick
of overlap can be extended to the case in which all sens@lisks are placed to cover one crossing point of the first two
have different sensing ranges. disks (that are placed on the two-dimensional plane),and
1 <1 < k, are defined accordingly. Again, the boundaries of
all disks should intersect at poid? in order to reduce the
With Theorems 2-3, we are now in a position to discussserlap. Case (i) corresponds to a global optimization case
how to minimize the overlap of sensing areas of all the sensghere we can choose all the node positions, while case (ii)
nodes. Our discussion is built upon the following assumptionssrresponds to a local optimization case where two nodes (
(A1) The sensor density is high enough that a sensor caid B) are already fixed and we choose the position of a third
be found at any desirable point. nodeC to minimize the overlap. In the following discussion
(A2) The regionR is large enough as compared to thave assume for simplicity that the sensing ramge 1. Note,
sensing range of each sensor node so that the bouh@wever, that the results are still valid even in the case of
ary effects can be ignored. r# L
Assumption A2) is usually valid. AlthoughA1) may nothold €@S€ :ai, 1 < <k, are all variables We first prove the
in practice, as will be shown in Section V, the result derivef@!lowing Lemma.
under A1) still provides insightful guidance in designing theL

A. Algorithm under the Ideal Case

distributed algorithm. EMMA 1

By Theorem 2, in order to totally cover the regiéh some k
sensors must be placed inside regiBnand their coverage Zo‘i = (k=2)m, (4)
areas intersect one another. If two disk&nd B intersect, at =1

least one more disk is needed to cover their crossing poirfgsoof: There are multiple coverage areas centered’'sd
Consider, for example, Figure 3. Disk is used to cover and they all intersecting at poinD. We assume that the
disks A’s and B’s crossing poin. In order to minimize the centers of these coverage areas are labeled”;aswith
overlap while covering the crossing poif (and its vicinity the index i increasing clockwise. (Fig. 3 gives the case
not covered by disksl and B), disk C' should also intersectof k¥ = 3, where C;, = A, Co = B, and C3 =



C.) Now we haver:1 2000 mod k41 = 2m and
LC;OCG  mod k)41 +a; = m. From the above equations,
we haveSF | a; = (k — 2)m. O
Now the overlap between thé&" and (i mod k+1)*" disks
is (c; —sina;), 1 <4 < k. If we ignore the overlap caused by
non-adjacentlisks (note that disksand ¢ mod k+1) are
adjaceny, then the total overlap i, = Zle(ai — sinq;).
Hence the coverage problem can be formulated as

PROBLEM 1

k
minimize E (o — sin ),
i=1

k
subject to Z a; = (k—2)m. (5)
i=1
Fig. 4. AlthoughC' is the optimal place to cover the crossiogof A, B,
there is no sensor node there. The node closeét, t®, is selected to cover
The Lagrangian multiplier method can be used to solve thte crossingO.

above optimization problem. The solution i = (k —

2)w/k,i = 1,2,--- ,k and the resulting minimal overlap

using k& disks to cover the crossing poitt is THEOREM 5 To cover one crossing point of two disks whose
positions are fixed (i.eq, is fixed in Fig. 3), only one disk

L(k) = (k—2)7 — ksin(@) = (k—2)m— ksin(%ﬂ), should be used and; = a3 = (7 — ay)/2.

Note that the overlap per disk In summary, to cover a large regiadR with the minimal
L(k) 9 9 overlap, one should ensure (i) at least one pair of disks
— =T % —si (%) (6) intersects; (ii) the crossing points of any pair of disks are

covered by a third disk; (iii) if the positions of any three

monotonically increases with whenk > 3. Moreover when sensor nodes are adjustable, then as stated in Theorem 4

k = 3 (which means that we use one disk to cover the crossifige three nodes should form an equilateral triangle with side

point), the optimal solution isy; = 7/3 and there is no |ength /3r. If the positions of two sensor nodes and B

overlap betweemon-adjacentlisks. No matter whether thereare already fixed, then as stated in Theorem 5 the third sensor

exist overlaps betweenon-adjacentdisks whenk > 3, the node should be placed on the line that is perpendicular to the

overlap per disk is always higher than that in the case Mfe connecting nodest and B and have a distanceto the

k = 3. This implies that using one disk to cover the crossingtersection of the two circles (e.g., the optimal point in Fig. 4

point and its vicinity is optimal in the sense of minimizings (). These conditions are optimal for the coverage problem

the overlap. Moreover, the centers of the three disks shoutdthe ideal case in which assumptionslj and (2) hold.

form a equilateral triangle with edgg3. We state the above

result in the following theorem. V. OPTIMAL GEOGRAPHICAL DENSITY CONTROL
ALGORITHM

THEOREM 4 To cover one crossing point of two disks with

the minimal overlap, only one disk should be used and t@S

centers of the three disk should form a equilateral trianglgo

with side lengthy/3r, wherer is the radius of the disks.

In this section, we propose a completely localized density
ntrol algorithm, called OGDC, that makes use of the optimal
nditions derived in Section IV. Note that as it may not
be possible to locate sensor nodes in any desirable position
Case 2: oy is a constant, while oy, 2 < i < k, are (i.e., assumption A1) may not hold), OGDC. attempt; to
variables: In this case the problem can still be formulated€/€Ct Sensor nodes that are as close to optimal locations as
as in Problem 1, except that; is fixed. The Lagrangian possible to be the working nodes. We first give an overview

multiplier method can again be used to solve the problelﬁ’]f, OGDC and then delve into its detailed operations. We will
and the optimal solution is; = ((k — 2)r — an)/(k — 1) also discuss some of its possible extension and limitation.

2 < i < k. Again a similar conclusion can be reached thz'ibt\ o .
using one disk to cover the crossing point gives the minimat Verview
overlap. We state the result in the following theorem. OGDC is devised under the following assumptions:



(B1) Theradiorange is at least twice of the sensing range.If a sensor node volunteers, it sets a backoff timerrof
As discussed in Section Ill, under this assumptioseconds, where; is uniformly distributed in[0, 7,;). When
complete coverage implies connectivity. the timer expires, the node changes its state to “ON”, and
(B2) Each node is aware of its own position. This assumjproadcasts a power-on message. If a node hears other power-
tion is not impractical, as many research efforts hawen messages before its timer expires, it cancels its timer
been made to address the localization problem [2%nd does not become a starting node. The use of backoff
[21], [7]. timers avoids the possibility of multiple neighboring nodes
(B3) For clarity of algorithm discussion, we assume alNolunteering themselves to be the starting node in a round.
sensor nodes are time synchronized. We will relakhe selection ofl; is a tradeoff between the performance
this assumption in Section V-C. and the latency. Using a large value @f can reduce the
At any time, a node is in one of the three states: “UNAumber of starting nodes in the network and possibly reduce
DECIDED,” “ON,” and “OFF.” Time is divided into rounds. the overlap. However, with fewer starting nodes, it will take
At the beginning of each round, all the nodes wake up, setlonger time to complete the operations of working node
their states to “UNDECIDED,” and carry out the operation o$election. In our simulation, we sel€ty to be about 1.5 times
selecting working nodes. By the end of the execution, all ttd the transmission time of a power-on packet. The power-on
nodes change their states to either “ON” or “OFF” and remafRessage sent by the starting node contains (i) the position of
in that state until the beginning of the next round. The lengthe sender and (i) the directiom along which the second
of each round is so chosen that it is much longer than the tim@rking node should be located. This direction is randomly
it takes to execute OGDC but much shorter than the avergggnerated from a uniform distribution|in 2x].
sensor lifetime. Our simulation results show that the time it If the node does not volunteer itself to be a starting node,
takes to execute the node selection operation for networksitosets a timer ofl; secondsT’s should be set to a sufficiently
size up to 1000 nodes in an area’fx 50m? (and for timer large value such that the operation of selecting working nodes
values appropriately set) is usually well below 1 second ag@n complete if there is at least one starting node. In our
most nodes can decide their states ( either “ON” or “OFF”) igimulation we set it to b&007,. When the timefl,* expires,
less than 0.2 second from the time instant when at least dhéepeats the above volunteering process with the value of
node volunteers to be a starting node. The interval for eagrdoubled until the value reaches 1. The timer is canceled
round is usually set to approximately 1000 seconds, and tbenever the state of a node is changed to “ON” or “OFF.”
overhead of density control is smaff (1%). The value ofp is initially set topg. We will discuss how to
The process of selecting working nodes (in a decentralizégtermine the value af, in Section V-C.
manner) in each round commences by randomly selecting #ctions taken when a node receives a power-on message:
sensor nodel to be the starting node (Fig. 4). Then one o¥Vhen a sensor node receives a power-on message, if its power
its neighbors with an (approximate) distanced8r, B, is is less than the power threshaltl, it turns itself off and sets
selected to be a working node. To cover the crossing poitg state to “OFF”; otherwise, it checks whether or not all
of disks A and B, the node whose position is closest to th#s neighbors completely cover its coverage area. (We will
optimal positionC (e.g., nodeP in Fig. 4) is then selected, discuss how this can be effectively tested in Section V-C.) If
in compliance with Theorem 5, to become a working nod&9, it sets its state to “OFF” and turns itself off. If the node
The process continues until all the nodes change their statetstgnore thar2r, away from the sender node of the power-on
either “ON” or “OFF.” and the set of nodes with “ON” stategnessage, it ignores the message; otherwise it adds this sender
forms the working set. As the starting node in each rourid its neighbor list and takes actions according to the following
is randomly selected, the set of working sensor nodes is mgtes:
likely to be the same in each round. This ensures uniform (andR1  The message is the first power-on message received

minimal) power consumption across the network, as well as and is from a starting nodeéA node tells whether or
complete coverage and connectivity. In what follows, we give not a message was sent from a starting node by the
the detailed description of OGDC. value set in the direction field: if o > 0, then the
B. Detailed Description of OGDC message was originated from a starting node. In this

case, the node sets a timer Bf; seconds. When
the timer expires, the node sets its state to “ON”
and broadcasts a power-on message (witet to a
negative value). If the node hears any other power-
on message before its timer expires, it carries out

Selection of the starting node: At the beginning of each
round, every node is powered on with the “UNDECIDED”
state. A node volunteers to be a starting node with probability
p if its power exceeds a pre-determined thresh&ld The
power threshold?, is related to the length of the round and
in general is set to a value so as to ensure with high prObabi”tyWith a little abuse of symbols, we will usg; to refer both the timer and
the sensor can remain powered on until the end of the rourt@. value of the timer. This applies to other timers.



target direction

Fig. 5. A scenario that demonstrates how the valug, of the backoff timer
is set, when a node receives a power-on message from the starting node.

R2

Fig. 6. A scenario that demonstrates how the valug are set (in case R2)
when a node receives two power-on messages.

the operations specified in rul®d).
The value,T,,, of the backoff timer is set as

to(c((V3rs — d)* + (dAa)?) +u),
if d<=+/3rg;

to(c((V3rs — d)? + (dAa)? + £) + u),
otherwise,

T = (7)

where t is the time it takes to send a power-on
messageg is a constant that determines the backoff
scale and is set ta0/r2 in our simulation,d is
the distance from the sender to the receiv&ry

is the angle between and the direction from the
sender to the receiver (Fig. 9),is a random number

drawn from the uniform distributiof0, 1], and? is R3

a constant. Note that by assumptid®), the node
can determine the values dfand Aca.

T.1 includes two terms: a deterministic term
(c(v/3rs —d)? + (dAa)?) and a random termyj. If

the receiver is right in the directiamand its distance

to the starting node is/3r,, the deterministic term

is 0; otherwisec((v/3r, — d)? + (dAa)?) roughly
represents the deviation from the optimal position
and a delay is introduced in proportion of this
deviation. The constaritis introduced to discourage

a node with distance > +/3r, from becoming a
working node. The random term is introduced to
break ties in the case that there exist nodes whose
positions yield the same value of the deterministic
term.

The message is the first power-on message received
but is from a non-starting nodéf the value carried

in the direction field,«, of the power-on message
is negative, then the message was originated from
a non-starting node. In this case, the node sets a
timer of T, seconds, where the value ©f is much
larger than that off.;. (In our simulation, we set

T. = 0.27%.) This is because when a node receives
such a power-on message, it expects to receive
another power-on message and the coverage areas

of the two senders are expected to overlap. If upon
timer expiration no new power-on message arrives,
this usually indicates there do not exist sufficient
nodes with powel P, which can participate density
control process. In this case, the node still sets its
state to “ON” and broadcast a power-on message. On
the other hand, if a new power-on message arrives
before its timer expires, the node carries out the
operations specified in rul&k@). Note that the value

of T, cannot exceed that df,; otherwise, before the
T. timer expires, the node may double its value of
p and volunteers itself as a starting node.

The message is the second power-on message re-
ceived. If the coverage areas of the two senders
do not intersect, the node simply ignores the new
message but retains the timer set for the first power-
on message; otherwise, it cancels the exisfipgr

T.1 timer and sets a timer &f,., seconds. The value

of T.» is calculated as follows. As shown in Figure 6,
let O denote the crossing point of the coverage areas
of the two senderg;’ the optimal location of a third
sensor node to cover the crossing point R the
location of the receiver nodé,the distance between
the node and the crossing point andA« the angle
betweenOC andOR. Then the value of ., is

to(c((rs — d)* + (dAa)?)) + ),
if d<rg;

to(c((rs — d)? + (dAa)? + ) + u),
otherwise,

~
|

(8)

c2 —

wheretg, ¢, v and ¢ are the same as those defined
in Eq. (7). How the value off; is calculated can
be reasoned in the same manneflgsand will not

be elaborated on again.

When the timer expires, the node sets its state to
“ON” to cover the crossing poin® and broadcasts

a power-on message with set to a negative value.



R4

If the node receives any other power-on message waits until it receives a new power-on message or its

before its timer expires, it carries out the operations T, timer expires. In the latter case, when the next
specified in R4). new power-on message arrives, the current receiver
More than two power-on messages have been re- will not have aT.; timer, although the coverage
ceived.This case can be further divided into four areas of the previous two senders overlap.
subcases which are also illustrated in Fig. 7: Recall that every node has a tim@&; which is canceled

a) None of the coverage areas of the senders ovef-and only if its state changes to “ON” or “OFF” from
laps with each other (Fig. 7(a))This occurs when "UNDECIDED.” Upon the timer expiration off;, the node
multiple starting nodes propagate their power-owill double its probabilityp and initiates the volunteering
messages to the same receiver. In such a case, phgcess (i.e., with probability, the node volunteers to be
receiver will ignore the power-on message received starting node). The process may repeat until the value of
last but retain the the first timef.; (or 7¢) set for p reaches 1, at which point the node volunteers. Note that
the first power-on message. although in case®4 (a) andR4 (c) the receiver ignores the

b) The coverage areas of the previous senders @ower-on message sent by the new sender, the new sender
not overlap but the coverage area of the new sendgijill eventually be covered by the receiver, because as long as
overlaps with at least one of the previous twghe coverage area of the receiver is not completed covered, its
coverage areas (Fig. 7(b))This occurs when there state will remain in "UNDECIDED” and eventually become
exist several starting nodes and the new sender a@iN” due to the timer7s.

at least one other sender receive power-on messages

propagated from the same starting node. In this casg, Discussion

the receiver first cancels the timeéyr; (or 7.) set for After describing the operations of OGDC, we are now in a
the first power-on message. Then it finds the closeg@sition to elaborate on several implementation and parameter
crossing points produced by the new sender and th#ing issues:

other intersecting neighbors and takes action as iffetting of the initial volunteering probability, py: Recall

only received two power-on messages which creatieat po is the initial probability that a node volunteers itself
the closest crossing point. as a starting node. In the case that the region to be covered
c) The coverage areas of the previous senders ovés-not large, it is desirable that at any one time only one
lap. The receiver plans to cover a crossing poinfode determines to be a starting node. To this end, we set
upon its timer {.») expiration, and the coveragepo = 1/N, whereN is the total number of sensor nodes in
area of the new sender does not cover that crossitige network, as this maximizes the probability that exactly one
point (Fig. 7(c)): This occurs when the first two sensor node volunteers itself as a starting node. On the other
power-on messages are propagated from the sahand, if the region to be covered is large, it is desirable to
starting node but the new power-on message oridiave multiple sensor nodes volunteer themselves at the same
nates from a different starting node. In this case tH#me. In this case, we sely, = k/N as this maximizes the
receiver simply ignores the message received last upbability that exactlyk nodes volunteers themselves. We
retains the timefl,s. argue that the number of sensor nod¥sor at least its order

d) The coverage areas of the previous senders ovés-usually known at the time of network deployment. If not,
lap. The receiver plans to cover a crossing poinas the value op will be doubled every time thd’, timer
upon its timer ;) expiration but the coverage areaexpires, the value ofy, may not have a significant impact on

of the new sender covers that crossing point; or thine performance.

receiver does not have a timét, (Fig. 7(d)): The Guidelines of OGDC parameter tuning: OGDC has several
first scenario occurs when both the new sender anghable parameters. We have briefly described how to set the
the receiver attempt to cover the same crossing poidlue of each parameter when it is mentioned for the first time.
but the timerT., of the new sender expires firstHere we outline the set of guidelines for parameter tuning.
and the new sender sends a power-on messageTable | list the parameters, their functions, and their values
this case, the receiver will cancel its existing timeused in our simulation study.

T, if it exists and selects the closest crossing point Most timing related parameters such’@g T, Te, ¢ andl

of the coverage areas of the new sender and aslyould be set according to the transmission time of a power-
previous sender that has not been covered by aog messagé,. As a rule of thumb, thel; timer used to

of its existing neighbors. Then it take action as if isuppress surplus starting nodes should be in the same order of
only received the two power-on messages that credte TheT timer should be set to approximately two orders of
the closest crossing point that is not yet covered. magnitude larger thaty to allow the density control process
the case that no such crossing point exists, it simptg complete before thd’, timer fires if there exist some



(a) None of the coverage areas of the senders
overlap.

(b) The coverage areas of the previous senders
(sender 1 and 2) do not overlap but the coverage

area of the new sender (sender 3) overlaps with
at least one of the previous two.

(c) The crossing poinC' of the coverage areas
of the previous senders (sender 1 and 2) is not
covered by the coverage area of the new sender
(sender 3).

Fig. 7.

erage areas of the

3).

The subcases in case R4: more than two power-on messages have

TABLE |
PARAMETER VALUES USED IN THE SIMULATION STUDY.

(d) The crossing poinC' of the cov-

previous senders

(sender 1 and 2) is covered by the cov-
erage area of the new sender (sender

been received by a node.

Parameter Function Value set
Ts sensing range 10 m
round time period for executing OGDC 1000 s
P, power threshold for acting as a working node the level that allows a node t
be idle for 900 seconds
Ty timer value used in volunteering to be a starting node 10 ms
Ts timer value used in the starting node selection process 1s
T. timer value used when receiving the first power-on message frgn2@0 ms
non-starting node
to the time it takes to send a power-on packet 6.9 ms
c constant used in Egs. (7) and (8) i—g
l constant used in Egs. (7) and (8) e

channel capacity




starting nodes in the network. THE. timer should be set have sufficient power and cannot volunteer themselves to be
to at least one order of magnitude larger thgnbut much starting nodes. In this case, the node resets its power threshold
less thanT;. ¢ should be chosen such th&t; and 7., are P, to 0 and restarts the density control process.
about one order of magnitude larger thanon average to How does a node monitor whether or not its coverage
avoid packet collision/ should be set to a value so that itssrea has been completely coveredin order for a node to
contribution to the timer valu@,, or 7., is around twice of determine whether or not its own coverage area is completely
to’s contribution. The round time should be set to a value thabvered by all the working, neighboring nodes, each sensor
is approximately one order of magnitude less than that of thede divides its own coverage area into small grids and uses
lifetime of a single sensor. a bitmap to indicate whether the center point of a grid is
The value of P, is dependent on the application requirecovered by some other working node(s). Each time when a
ment. If the application strongly requires that full coveraggode hears a power-on message, it updates the bitmap. If every

be continuously maintained;; should be set to a value suchgrid center point is covered and its state is “UNDECIDED,”
that a sensor can remain active for at least the duration oft gets its state to “OFF” and turns itself off.

round time. If intermittent, incomplete coverage in each rounsl ket collision: Because of the backoff timer mechanism
is acceptable, can be set to a value that is less than “"@mployed in OGDC, packet collision rarely occurs in a

power required to keep the sensor active for the entire roupg/medium-density network, but does occur if the node
time. o . density is high. Packet collision may have an adverse effect
It is worth mentioning that we follow the above guidelineg, OGDC, as a node will not be able to update its coverage
to tune parameters in our simulation and the simulation res”‘ﬂfﬁmap in the case of packet collision, and may not turn itself
are quite promising. Moreover, the performance of OGDC  hroperly. To deal with this problem, we enable a sensor
not particularly susceptible to parameter settings as 10ng @ge to turn itself off when it overhears packet collision.
the above guidelines are followed. _ _ This is because the fact that a node overhears packet collision
Time synchronization: For simplicity of algorithm discus- ingjcates a high likelihood that the node is located in a high-
sion, we assume that all nodes are time synchroniZ88)( density area. Our simulation results have shown that turning
Several time synchronization schemes for sensor netwoHies off in the case that they overhear packet collision will
have been proposed recently ([8], [9], [10]). Elson and Estrifht impair full coverage.
reported in [8] that time synchronization with the precision anmputational efforts: The major computation incurred in

th_e order Oﬂ“‘s.ec can be ac_:hieved Wit_h very low energy COStoGDC s to calculate the crossing points of the coverage
S_mce all the t_|me_rs used in OGDC is on the or_derlfrts, areas of two neighbors. Since each node only maintains the
time synchronization algorithms reported in the literature C8lformation of its working neighbors that are within twice

be readily used. of its sensing range before it decides to set its state “ON”

On the other hand, the clock synchronization assumpti P“OFF,” due to density control most nodes can decides its

can be relaxed as follows. In the first round we designate_fl.,. i each round after it hears a few power-on messages. In

sensor node to be the starting node. When the starting nos simulation, it rarely occurs that a node need to maintain

sends. a power-on message, instead of telling it.s neighb & information of more than 5 nodes before it can decide
WEat t'm; tthhey ShrSUI?dwakE up fofr tht(-:]next r?und, g ts\lllf] UNlits state. For every pair of neighbors, only if their distance is
w ent6 t') ey; c;)u (\;va et up for the hext round. i er(; fbss thar2r, will their coverage areas intersect. Calculating

non-starting node broadcasts a power-on message, it re L{ﬁ%Scrossing point given the locations of two senders requires

the value ofdT" by the tlm_e elapsed since It receives the Ia%tnly a few steps of algebraic operations which we give in in
power-on message and includes the new valuéfin its

power-on message. In this fashion, at the beginning of tﬁgpendlx '

next round, all the nodes will wake up. VI. PERFORMANCEEVALUATION
If the monitored region is so large that it is not acceptable

to have one starting node in a round, we can synchronizeAa

few nodes before deployment, distribute them evenly in theTo validate and evaluate the proposed design of OGDC,

entire region, and designate them to be the starting nodews have implemented it ims-2[1] with the CMU wireless

the first round. In fact it is not unreasonable to assume thextension, and conducted a simulation study.

multiple synchronized nodes with overlapping coverage areBshemes for comparison:In addition to evaluating OGDC,

can serve as reference points of other nodes ([3], [4]). we also evaluate as a baseline the performance of the PEAS

What if no other sensor nodes volunteer:It may occur that algorithm proposed by Yet al. [32] and a hexagon-based

the power of a node is less than the threshold poiReand GAF-like algorithm. The hexagon-based GAF-like algorithm

yet no power-on message is received even after the node setsuilt upon GAF [29] and operates as follows. The entire area

the value ofp to 1. This indicates that all the nodes do notan be divided into square grids and one node is selected to be

Simulation Environment Setup



awake in each grid. To maintain coverage, the grid size must
be less than or equal tfg/\/ﬁ. Thus, for a large area with
sizel x [, it requwes nodes to operate in the active mode
to ensure full coverage. (Note that we ignore the boundary
effects as we assume the area is sufficiently large.) As pointed
out by [16], hexagonal grids are more “homogeneous” than
square grids and thus offer more scaling benefits, e.g., the
number of working nodes is significantly less. To maintain
coverage in hexagonal grids, the side Iength of each hexagon
is at mostr, /2, and it requires% L. 5‘” working nodes

to fully cover a large area with sizex (agaln the boundary
effects are ignored). As will be discussed below, the hexagon- — W
based GAF-like algorithm performs better than the “sponsored

area” algorithm proposed in [28], and hence the latter is not som

included in the comparison.

Parameters used: We use the energy model in [32],
where the power consumption ratio for transmitting, receiving

(idling) is 5:1. We ignore power consumption in the sleeg‘I

ode because s very smal i cane ono uriofendlf 1 O11 11 1 et S o e e et
(power) as that required for a node to remain idle for 1 secon 9 P P 9

Each node has a sensing rangerof= 10 meters, and a and never comes back again.
lifetime of 5000 seconds if it is idle all the time. C. Simulation Results

The tunable parameters in OGDC are set as follows: the . . .
round time is set to 1000 seconds, the power threskbl We have conducted our simulation study irb@x 50m”

set to the level that allows a node to be idle for 900 secon&gea Coverage is measured as follows: we divide the area
the timer values are set to, respectivély,— 10 ms, T, = 1 nto 50 x 50 square grids. A grid is considered covered if the

s, andT, = T,/5 = 200 ms, o is set to the time it takes center of the grid is covered, and coverage is defined as the
’ e — S - 1

to send a power-on packet9s (the wireless communication ratio of the number of grids that are covered by at least one

H 2
capacity is 40Kbps, the packet size is 34 bytes). The consta Eg;etxgotzecglt: IaTgn::;lZi?;dg:fiol\:/Z: tt?g zr?'gfel a?(rezai'f the
sed in Egs. (7) and (7) are set to, respectively; 1 and
) I as. (7) (") pectiverys - hexagon based GAF-like algorithm is used (Fig 8). Hence,

¢ =%, andpy is set tol /N whereN is the total number of the hexagon-based algorithm ensures 100% coverage if at
sensors. Table | give all the parameter values used. least 45 sensors operate in the active mode in each round,
Although OGDC involves tuning of several parametersine for each cell. Similarly at least 47 nodes are required
we have found that its performance is rather insensitive tg operate in the active mode under the “sponsored area”
the parameter values, as long as they are set in complia@gggorithm proposed in [28] to ensure the complete coverage.
with the guidelines discussed in Section V-C. Each data pointhen the number of sensor nodes in the sensor network
reported below is an average of 20 simulation runs unleggrease, the sponsored area algorithm requires more nodes
specified. In each run all the sensors are uniformly distributesl cover the entire area. As the sponsored area algorithm
in the area to be monitored. The same values of systgarforms worse than the hexagon-based, GAF-like method,
parameters are used for each node, such as the initial eneg@ydo not include the sponsored area algorithm [28] in the
of each node, the radio transmission rate, and the enefgiowing comparison.
consumption rate. Fig. 9 gives the curves of the number of working nodes and
coverage versus the number of sensor nodes in the network.
Both metrics are measured after the density control process
The performance metrics of interest are (i) the percentagempletes. Under most cases, OGDC takes less than 0.2
of coverage, i.e. the ratio of the covered area to the total assconds to perform density control in each round, while the
to be monitored; (ii) the number of working nodes required tBEAS approach [32] may take more than 100 seconds. As
provide the percentage of coverage in (i); and (it)ifetime, shown in Fig. 9, OGDC needs only half as many nodes to
defined as the total time during whieh portion of the total operate in the active mode as compared to the hexagon-based
area is covered by at least one node. The conventionaAF-like algorithm, but achieves almost the same coverage.
defined network lifetime is theh00%-lifetime. Note that the In most cases OGDC achieves more than 99.5% coverage.
lifetime definition used in this paper is slightly different fromrhe PEAS algorithm, on the other hand, can control the

Fig. 8. 45 hexagons are required to cover ax>5G0 m? area.

B. Performance metrics



working node number vs. number of deployed nodes

power of the network decreases smoothly.
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Fig. 9. # of working nodes and coverage versus # of sensor nodes in a 50
x 50 m? area.

Fig. 10. Dynamics of the sensing coverage and total remaining power versus
time in a sensor network of 300 sensor nodes in a<580 m? area.

number of working nodes by using different probing ranges.
We tried three different probing ranges: 8m, 9m and 10m.|:ig. 11 compares the-lifetime achieved by OGDC and
As shown in Fig. 9, using a small probing range (8m) giVESEAS in a sensor network of 300 nodes, wherevaries
an excessive number of working nodes, while using a larggm from 98% to 50%. For the PEAS algorithm we tried
probing range (9m or 10m) results in insufficient coveragfiree different probing ranges: 8m, 9m and 10m. As shown in
(especially under low density cases which are of more inter¢sg. 11, with the probing range of 8m, thelifetime of PEAS
because under high density cases all the schemes achieve Rv8lways less than that of OGDC, while with larger probing
99% coverage). Even if a probing range of 9m is used, thgnges (9m and 10m), thelifetime of PEAS is much shorter
resulting coverage is less that that achievable by OGDC whilgan that of OGDC for higlw and longer than that of OGDC
the number of working nodes is up to 50% more than thesr jow . This is because with a relatively small probing
of OGDC. Moreover, the number of working nodes requiregynge, PEAS requires an excessive number of nodes to operate
under OGDC modestly increases with the number of sensgiultaneously. Hence, its lifetime is consistently shorter than
nodes deployed, while a 50% increase in the number @fGDC. On the other hand, with large probing ranges 9m
working nodes is observed under both the PEAS algorithghg 10m, PEAS only guarantees that no two working nodes
[32] and the sponsored area algorithm [28], when the numhgg in each other's probing range and does not ensure full
of sensor nodes deployed in the network increases from 1&9/erage. Moreover, when a node dies, it may take more than
to 1000. 100 seconds for another node to wake up to take its place.
Fig. 10 gives the dynamics of the coverage and the tofalrring that period the network is not fully covered. As a
remaining power over the time in a typical simulation run foresult, the low percentage lifetime is prolonged in PEAS. A
a sensor network of 300 sensor nodes in a5B0 m? area. nice property of OGDC is that during most of the lifetime,
OGDC can provide over 95% coverage for appropriately X8e monitored region is covered with high percentage. It is
times of the lifetime of a single sensor node and the totelear that OGDC is preferred to PEAS no matter what probing



a-lifetimevs. a a-lifetime vs. deployed sensors
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Fig. 11. Comparison of-lifetime versusa under OGDC and PEAS.  Fig. 12. Comparison ot-lifetime versus number of sensor nodes under
OGDC and PEAS (with probing range 9m).

range is used, unless the desired coverage percentage is less ] ] ) ]
than 80%. decentralized and localized density control algorithm, OGDC.

Fig. 12, on the other hand, gives the 98%-lifetime, 9504¥s-2 simulation shows that OGDC outperforms the PEAS
lifetime and 90%-lifetime under OGDC and PEAS with &lgorithm [32], the hexagon-based GAF-like algorithm, and
probing range of 9m, when the number of sensor nodie sponsor area algorithm [28]_with respect to 'Fhe number of
deployed in a network varies from 60 to 800. Thdifetime WOTking nodes needed (sometimes at a 50% improvement),
scales linearly as the number of sensors deployed increa@8d achieves aimost the same coverage as the best algorithm.
for both algorithms. However, OGDC achieves nearly 100% In OGDC, each node needs to know its own location.
more 98%-lifetime, 50% more 95%-lifetime and 40% morklowever, we claim that this requirement can be relaxed to
90%-lifetime than PEAS does. that each node knows its relative location to its neighbors.

For applications that require high levels of accuracy a,We are in the process of verifying this cla!m. As mentioned
reliability, it may be desirable to have multiple sensors covét Section VI, we would also like to look into the issue of
a single point. To this end, we defikecoverage as that eachk-coverage and its impact on 'fault tolerance.. Also, to better
point in an area is covered by at leashodes. We claim that evalua_te OGDC (or other density control algo_rlth_ms),_we need
OGDC can be readily extended to accommodateoverage © derive _the upper _bound qf the network lifetime in large
by the following modification: a node is only turned off wherff€as. This problem is a subject of our future research.
each grid point in the node’s coverage area is covered by at
leastk other nodes. Figure 13 shows the curve of 80%-lifetime
for 3-coverage versus the number of sensor nodes. Again thig ns-2 network simulatorhttp://mwww.isi.edu/nsnam/ns
80%-lifetime linearly increases as the number of sensor nodes
deployed in the network increases. A more in-depth study on
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§ubstitutingy in Eq. (9) using (14), we will get a quadratic equation

al- . . . .

aboutz. Solving the equation we can calculate the crossing point
z,Y).



