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Abstract

This thesis presents a semi-implicit method for simulating inviscid compressible flow

and its extensions for strong implicit coupling of compressible flow with Lagrangian

solids, and artificial transition of fluid from compressible flow to incompressible flow

regime for graphics applications.

First we present a novel semi-implicit method for alleviating the stringent CFL

condition imposed by the sound speed in simulating inviscid compressible flow with

shocks, contacts and rarefactions. The method splits the compressible flow flux into

two parts – an advection part and an acoustic part. The advection part is solved

using an explicit scheme, while the acoustic part is solved using an implicit method

allowing us to avoid the sound speed imposed CFL restriction. Our method leads

to a standard Poisson equation similar to what one would solve for incompressible

flow, but has an identity term more similar to a diffusion equation. In the limit as

the sound speed goes to infinity, one obtains the Poisson equation for incompressible

flow.

This implicit pressure solve also lends itself nicely to solve for the pressure and

coupling forces at a solid fluid interface. With this pressure solve as the foundation, we

then develop a novel method to implicitly two-way couple Eulerian compressible flow

to volumetric Lagrangian solids. The method works for both deformable and rigid

solids and for arbitrary equations of state. Similar to previous fluid-structure interac-

tion methods, we apply pressure forces to the solid and enforce a velocity boundary

condition on the fluid in order to satisfy a no-slip constraint. Unlike previous meth-

ods, however, we apply these coupled interactions implicitly by adding the constraint

to the pressure system and combining it with any implicit solid forces in order to
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obtain a strongly coupled system. Because our method handles the fluid-structure

interactions implicitly, we avoid introducing any new time step restrictions and obtain

stable results even for high density-to-mass ratios, where explicit methods struggle

or fail. We exactly conserve momentum and kinetic energy (thermal fluid-structure

interactions are not considered) at the fluid-structure interface, and hence naturally

handle highly non-linear phenomenon such as shocks, contacts and rarefactions.

The implicit pressure solve allows our method to be used for any sound speed

efficiently. In particular as the sound speed goes to infinity, we obtain the standard

Poisson equation for incompressible flow. This allows our method to work seamlessly

and efficiently as the sound speed in the underlying flow field changes. Building on this

feature of our method, we next develop a practical approach to integrating shock wave

dynamics into traditional smoke simulations. Previous methods for doing this either

simplified away the compressible component of the flow and were unable to capture

shock fronts or used a prohibitively expensive explicit method that limits the time

step of the simulation long after the relevant shock waves and rarefactions have left

the domain. Instead, using our semi-implicit formulation allows us to take time steps

on the order of fluid velocity. As we handle the acoustic fluid effects implicitly, we can

artificially drive the sound speed c of the fluid to∞ without going unstable or driving

the time step to zero. This permits the fluid to transition from compressible flow to

the far more tractable incompressible flow regime once the interesting compressible

flow phenomena (such as shocks) have left the domain of interest, and allows the

use of state-of-the-art smoke simulation techniques. We also propose an extension to

Euler’s equations to model combustion of fuel in explosions.
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Chapter 1

Introduction

Physical simulation of highly nonlinear compressible flows with shocks, contacts and

rarefactions is an important topic with applications in both the scientific community

and computer graphics. Another important area of study in the scientific commu-

nity is the interaction of compressible flow with structures. The computer graphics

community is also interested in the ability to simulate both the initial states of the

explosion including shock waves along with the long time behavior of rolling plumes

and other incompressible flow effects. In this dissertation we address these problems

and propose practical methods for the simulation of compressible flow, its interaction

with solid structures, and integrating shock wave dynamics into traditional smoke

simulations.

Traditionally highly nonlinear compressible flow problems are solved with explicit

time integration (Runge-Kutta methods, ENO, WENO etc.). Although these meth-

ods produce high quality results, small time steps are required in order to enforce the

CFL condition of information moving only one grid cell per time step. This is is too

restrictive for flows where the sound speed, c, may be much larger than |u|. In this

case, a large number of time steps are required if one is interested in the motion of

the fluid particles over an appreciable distance in the low Mach number regions.

To alleviate the stringent CFL restriction, we propose a semi-implicit method

where the calculation is divided into two parts: advection and non-advection. The

1
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advection terms are treated with explicit time integration, and thus the CFL restric-

tion on the material velocity remains. Whereas one can use a standard method such

as ENO in solving the advection terms, we found that when coupled to an implicit

solution of the pressure equations (that is inherently central-differenced) the standard

ENO method sometimes leads to spurious oscillatory behavior. Thus we designed a

new ENO method geared towards a MAC grid discretization of the data, making it

more similar to incompressible flow. We call this MAC-ENO or MENO. The remain-

ing non-advection terms are solved using an implicit equation for the pressure using

a standard MAC grid type formulation. The derivation of our method is based on

the pressure evolution equation as discussed in [11], which makes it valid for general

equations of state, arbitrary chemical species etc. Thus, our derivation has fewer

assumptions and is more straight forward than previous work. Also, our method is

fully conservative and thus shocks are tracked at the right speed.

Developing on this implicit pressure solve, we propose a novel method to implicitly

two-way couple Eulerian compressible flow to volumetric Lagrangian solids. Tradi-

tional methods to capture fluid-structure interactions can be broadly separated into

two categories. Weakly coupled (partitioned) systems interleave the disparate sub-

systems by integrating them forward in time separately, using each others’ results as

boundary conditions in an alternating one-way coupled fashion. This approach is ap-

pealing as it permits the use of specialized numerical methods for each of the different

materials with only slight modifications. There are disadvantages to this approach,

however, for example new and poorly understood stability restrictions arise indepen-

dent of the individual subsystems, such as the lumped-mass instability discussed in

[4]. The alternative is to employ a strongly coupled (monolithic) system, which are

systems where the fluid and structure are evolved forward in time simultaneously

using a solver specially crafted to incorporate phenomena from both fluid and solid

phases. Although these methods are more stable, they require using a uniform simu-

lation scheme for both fluids and structures. State-of-the-art solvers typically use an

Eulerian framework to treat fluid flows and a Lagrangian framework to treat solids,

and so such a coupled system has to either model the solid in an Eulerian framework,

or model the fluid in a Lagrangian framework. Both these methods are undesirable
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as the impose significant limitations on the numerical method.

Our method is a hybrid of the two categories, the explicit components of both fluid

and solid solvers are evolved forward independently, while the implicit components

and interactions are coupled together in a monolithic solve. We address the challenge

of coupling Eulerian fluids with Lagrangian solids by introducing an interpolation

operator, which conservatively maps quantities from Eulerian boundaries to nearby

Lagrangian boundary nodes, and vice versa. A time step update in our method

can be briefly described in two broad stages. In the first stage, the solid position

is updated and explicit forces are applied to update its velocity. At the same time

the fluid is updated with the explicit components of the flux, including body forces,

advection, etc. Since the fluid and structure updates are independent, it allows us

to use state-of-the-art Lagrangian schemes for the structure, and Eulerian schemes

for the fluid. The second stage handles the complex transfer of information at the

fluid-structure interface. Here we exploit the structure of our implicit pressure solver

for compressible flow, which allows us to construct a coupled monolithic solve for the

implicit fluid-structure coupling forces.

Finally, using our implicit pressure solve, we propose a practical method for in-

tegrating shock wave dynamics into traditional smoke simulations for graphics appli-

cations. Previous methods in computer graphics used simplified models to simulate

effects like blast waves, and explosion phenomena. Some methods rely on the incom-

pressible formulation and add an artifitial divergence to model explosions. Although

they generate nice fireball-style effects, but the underlying incompressible assumption

discards the compression waves and potentially dramatic effects such as shocks. To

simulate physically accurate shock waves, some papers tried a full simulation of the

compressible flow equations using traditional explicit methods. As discussed above

these methods impose severe restrictions on the time step, and continue to be ex-

pensive even when interesting compressible flow effects such as shock waves leave the

domain. As such, these methods show shocks moving around (in slow motion), and

stop their simulations/video after a short time. In the real world these shocks eventu-

ally dissipate as do the effects of compressibility, leading eventually to a plume type

structure more representative of smoke and fire - governed more appropriately by
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incompressible flow. It is computationally infeasible for existing methods to simulate

what happens to a flow field over 5-10 seconds when a large amount of computational

resources are needed to advance a fraction of a millisecond.

For graphics applications, we propose to transition the flow from compressible to

fully incompressible by sending c → ∞. Non-physically driving the sound speed to

∞ accelerates the behavior of the fluid in order to obtain incompressible style flow

phenomena such as rolling and plumes much quicker than one would otherwise attain.

One could then use fast schemes typically used for incompressible simulation, such as

semi-Lagrangian, BFECC or MacCormack advection [50, 6, 28, 43]. Other simulation

techniques such as vorticity confinement [51] and vortex particles [44] can also be used

to enhance the visual fidelity and speed of the smoke plume simulations. We note

that any explicit method would have its time step driven to zero as the sound speed is

driven to ∞, and therefore would not make any progress towards the incompressible

flow behavior. Thus our semi-implicit method lends itself well to this approach.

The material presented in this thesis is based on previously published works [30],

[18] and [29].



Chapter 2

Semi-implicit compressible flow

We propose a novel method for alleviating the stringent CFL condition imposed by

the sound speed in simulating inviscid compressible flow with shocks, contacts and

rarefactions. Our method is based on the pressure evolution equation, so it works for

arbitrary equations of state, chemical species etc, and is derived in a straight-forward

manner. Similar methods have been proposed in the literature, but the equations

they are based on and the details of the methods differ significantly. Notably our

method leads to a standard Poisson equation similar to what one would solve for

incompressible flow, but has an identity term more similar to a diffusion equation.

In the limit as the sound speed goes to infinity, one obtains the Poisson equation for

incompressible flow. This makes the method suitable for two-way coupling between

compressible and incompressible flows and fully implicit solid-fluid coupling, although

both of these applications are left to future work. We present a number of examples

to illustrate the quality and behavior of the method in both one and two spatial

dimensions, and show that for a low Mach number test case we can use a CFL

number of 300 (whereas previous work was only able to use a CFL number of 3 on

the same example).

5
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2.1 Introduction

In this paper, we focus on highly nonlinear compressible flows with shocks, contacts

and rarefactions, for example the Sod shock tube. Traditionally these types of prob-

lems are solved with explicit time integration (Runge-Kutta methods, ENO, WENO

etc, see e.g. [47, 48, 23]). Although these methods produce high quality results, small

time steps are required in order to enforce the CFL condition of information moving

only one grid cell per time step. While this is understandable for very high Mach

number flow where |u|, |u − c| and |u + c| are all of similar magnitude, it is too re-

strictive for flows where the sound speed, c, may be much larger than |u|. Moreover

some flow fields might have both high Mach number regions where shock waves are

of interest as well as low Mach number regions where the material velocities are im-

portant. In this case, a large number of time steps are required if one is interested in

the motion of the fluid particles over an appreciable distance in the low Mach number

regions. Thus, it can be quite useful to have methods that avoid the stringent CFL

time step restriction imposed by the acoustic waves and instead use only the material

velocity CFL restriction (albeit one would expect some loss of quality because of the

implicit treatment of the acoustic waves).

To alleviate the stringent CFL restriction, [24] proposed both a non-conservative

and a conservative scheme. Their non-conservative scheme builds on the predictor-

corrector type scheme of [60] to derive an elliptic pressure equation quite similar to

ours, but for an adiabatic fluid. Our method is similar in spirit to [24, 56, 57, 58] where

the calculation is divided into two parts: advection and non-advection. The advection

terms are treated with explicit time integration, and thus the CFL restriction on the

material velocity remains. Whereas one can use a standard method such as ENO

in solving the advection terms, we found that when coupled to an implicit solution

of the pressure equations (that is inherently central-differenced) the standard ENO

method sometimes leads to spurious oscillatory behavior. Thus we designed a new

ENO method geared towards a MAC grid discretization of the data, making it more

similar to incompressible flow. We call this MAC-ENO or MENO. The remaining

non-advection terms are solved using an implicit equation for the pressure using a
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standard MAC grid type formulation. Since the MAC grid is dual in both velocity

and pressure (noting that the MAC grid pressure needs to live at cell faces for flux

based methods), one needs to interpolate data back and forth.

We base the derivation of our method on the pressure evolution equation as dis-

cussed in [11], thus making it valid for general equations of state, arbitrary chemical

species etc. Thus, our derivation has fewer assumptions and is more straight forward

than previous work, especially those based on preconditioners. For example, [56]

makes two critical assumptions in their derivation of the implicit equation for pres-

sure. In approximating the derivative of momentum they discard a ∆t∇p
ρ

term, and

their pressure evolution equation is missing the advection term. Also, our method

is fully conservative and thus shocks are tracked at the right speed. We present a

number of traditional examples for highly non-linear compressible flows including the

Sod shock tube, interacting blast waves, and in two dimensions we show Flow Past

a Step, Double Mach Reflection of a Strong Shock, and a Circular Shock. We also

demonstrate that the method works well for low Mach number flow, taking an exam-

ple from [25] where the authors obtain reasonable results with a CFL number of 3.

Notably, our method allows a CFL number of 300 (two orders of magnitude more).

2.2 Numerical Method

Let us consider the one dimensional Euler equations,
ρ

ρu

E


t

+


ρu

ρu2 + p

Eu+ pu


x

= 0,

with ρ being the density, u the velocity, E the total energy per unit volume and p the

pressure. The flux term can be separated into an advection part and a non-advection

part,

F1(U) =


ρu

ρu2

Eu

 , F2(U) =


0

p

pu

 . (2.1)
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We first compute the Jacobian of the advection part

J =


0 1 0

−u2 2u 0

−Eu
ρ

E
ρ

u

 .

All the Jacobian’s eigenvalues are equal to u, and it is rank deficient with left eigen-

vectors of (u,−1, 0) and (E/ρ, 0,−1) and right eigenvectors of (1, u, 0)T and (0, 0, 1)T .

Since all the characteristic velocities are identical, we can apply component wise up-

winding to F1(U) without having to transform into the characteristic variables first

(as in [13]). Moreover, this advection part only requires a time step restriction based

on u.

2.2.1 Implicit Pressure Update

The multi-dimensional Euler equations are

ρ

ρu

ρv

ρw

E


t

+



ρu

ρu2

ρuv

ρuw

Eu


x

+



ρv

ρuv

ρv2

ρvw

Ev


y

+



ρw

ρuw

ρvw

ρw2

Ew


z

+


0

∇p
∇ · (p~u)

 = 0,

where ~u = (u, v, w) are the velocities. Here we have advection components in each

of the 3 spatial dimensions, and they can be handled as outlined previously in a

dimension by dimension fashion (as in [48]).

We apply a time splitting as is typical for incompressible flow formulations, first

updating the advection terms to obtain an intermediate value of the conserved vari-

ables (ρ)∗, (ρu)∗, and E∗, and afterward correct these to time tn+1 using an implicit

pressure. Since the pressure does not affect the continuity equation, ρn+1 = ρ∗. The

non-advection momentum and energy updates are

(ρ~u)n+1 − (ρ~u)∗

∆t
= −∇p (2.2)
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and
En+1 − E∗

∆t
= −∇ · (pu). (2.3)

Taking motivation from the standard incompressible flow formulation (which uses

the momentum equation to derive an implicit equation for pressure), we divide equa-

tion (2.2) by ρn+1,

~un+1 = ~u? −∆t
∇p
ρn+1

, (2.4)

and take its divergence to obtain

∇ · ~un+1 = ∇ · ~u? −∆t∇ ·
(
∇p
ρn+1

)
. (2.5)

In the case of incompressible flow, we would set ∇ · ~un+1 = 0, but for compressible

flow we instead use the pressure evolution equation derived in [11],

pt + ~u · ∇p = −ρc2∇ · ~u. (2.6)

If we fix ∇ · ~u to be at time n + 1 through the time step (making an O(∆t) error),

we can substitute in equation (2.5) to get

pt + ~u · ∇p = −ρc2∇ · ~u? + ρc2∆t∇ ·
(
∇p
ρn+1

)
, (2.7)

which is an advection-diffusion equation with a source term. Discretizing the ~u · ∇p
advection term explicitly, using a forward Euler time step, and defining the diffu-

sive pressure at time tn+1 as is typical for backward Euler discretization, gives after

rearrangement

pn+1 − ρn(c2)n∆t2∇ ·
(
∇pn+1

ρn+1

)
= (pn − (~un · ∇pn)∆t)− ρn(c2)n∆t∇ · ~u?. (2.8)

Note we have discretized ρc2 at time tn. This equation can be further simplified by

using the advection equation for pressure,

pa − pn

∆t
+ ~un · ∇pn = 0
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to obtain

pa = pn − (~un · ∇pn)∆t, (2.9)

where pa is an advected pressure which can be computed using HJ ENO [37] or

semi-Lagrangian advection [5]. Substituting in equation (2.8) we obtain

pn+1 − ρn(c2)n∆t2∇ ·
(
∇pn+1

ρn+1

)
= pa − ρn(c2)n∆t∇ · ~u?. (2.10)

We discretize this equation at cell centers (which is typical for advection-diffusion

equations) and thus need to define velocities at cell faces for ∇ · ~u?. Consider two

Figure 2.1: Two adjacent grid cells with the dual cell in between.

adjacent grid cells, one centered at Xi and one centered at Xi+1. We divide these

into four regions Ci,L, Ci,R, Ci+1,L, Ci+1,R, where (Ci,R ∪Ci+1,L) represents a dual cell

(see figure 2.1). Then equation (2.2) for Ci,R is

(ρu)n+1
i,R − (ρu)∗i,R

∆t
= −

pn+1
i+1/2 − p

n+1
i

∆x/2
. (2.11)

Similarly for Ci+1,L we have

(ρu)n+1
i+1,L − (ρu)∗i+1,L

∆t
= −

pn+1
i+1 − pn+1

i+1/2

∆x/2
. (2.12)
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Adding these equations together and dividing by (ρi + ρi+1) yields

ûn+1
i+1/2 − û∗i+1/2

∆t
= −

pn+1
i+1 − pn+1

i

∆xρ̂n+1
, (2.13)

where ûi+1/2 =
(ρu)i,R+(ρu)i+1,L

ρi+ρi+1
= (ρu)i+(ρu)i+1

ρi+ρi+1
can be thought of as a density-weighted

face velocity, and ρ̂i+1/2 = ρi+ρi+1

2
is the cell face density. Note that we currently use

(ρu)i,R = (ρu)i and (ρu)i+1,L = (ρu)i+1, although higher order approximations could

be used. Using this discretization on equation (2.10) yields[
I + ρn(c2)n∆t2GT

(
1

ρ̂n+1
G

)]
pn+1 = pa + ρn(c2)n∆tGT ~̂u?, (2.14)

where G is our discretized gradient operator and −GT is our discretized divergence

operator. This is solved to obtain pn+1 at cell centers.

In summary, instead of using an equation of state (EOS) to find the pressure for

use as a flux in both conservation of momentum and energy, we use equation (2.14).

The EOS still plays a role because it is used to determine the time tn pressures which

factor into pa and is also used to determine (c2)n. In figure 2.2 we show an example

calculation of the pressure for our Sod shock tube example. In the picture we plot

the pressure using the equation of state at time tn, i.e. pn, the pressure calculated

using equation (2.14), i.e. our pn+1, and also the pressure calculated using the EOS

applied to the conservative variables at time tn+1, i.e. pn+1
EOS. Notice in the figure that

the pressure calculated from equation (2.14) is a good approximation to what the

pressure will be at the next time step (i.e. pn+1
EOS) emphasizing the implicit nature of

our scheme. pn is the pressure used in a typical explicit scheme.

It is interesting to note that this derivation does not require an ideal gas assump-

tion, and hence should be general enough to work with any EOS (even multi-species

flow [11]).



CHAPTER 2. SEMI-IMPLICIT COMPRESSIBLE FLOW 12

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.74  0.745  0.75  0.755  0.76  0.765  0.77  0.775  0.78

tn EOS pressure
tn+1 EOS pressure

tn+1 implicit pressure

Figure 2.2: A blow-up of the pressure plot for example 6.1.1 at time t(n) = .149s
and t(n+ 1) = .15s, showing that the implicit pressure calculated in equation (2.14)
is a good approximation to what the pressure will be at time tn+1 emphasizing the
implicit nature of our scheme. pn is also plotted to emphasize the difference between
using an implicit and explicit pressure.

2.2.2 Updating Momentum and Energy

To obtain the correct shock speeds we use a flux based method and thus need the

pressure at cell faces for equations (2.2) and (2.3), and the velocity at cell faces for

equation (2.3). Applying conservation of momentum to the control volumes Ci,R and

Ci+1,L (see figure 2.1) gives

Dui,R/Dt = (pi − pi+1/2)/(∆xρi,R/2)

and

Dui+1,L/Dt = (pi+1/2 − pi+1)/(∆xρi+1,L/2).
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The constraint that the interface remain in contact implies thatDui,R/Dt = Dui+1,L/Dt,

which can be used with the aforementioned equations to solve for the pressure at the

flux location Xi+1/2 as

pi+1/2 =
pi+1ρi + piρi+1

ρi+1 + ρi
. (2.15)

For solid wall boundaries, we reflect the pressure and density values as usual, and

then use equation (2.15). The cell face velocity is computed via equation (2.13), and

pi+1/2ûi+1/2 is used in equation (2.3).

2.3 Time Step Restriction

The eigenvalues of the Jacobian of the advection part of the flux are all u. Since

we solve the acoustic component implicitly, we no longer have a severe time step

restriction determined by the speed of sound c, and all that remains is to find an

estimate for the maximum value of |u| throughout the time step. Simply using un is

not enough, since e.g. Sod shock tube starts out with an initial velocity identically

zero and thus un would imply an infinite ∆t. To alleviate this, we add a term that

estimates the change in velocity over a time step similar to what was done in [27].

Assuming the flow is smooth, we combine conservation of mass and momentum to

give an equation for the velocity, ut + u · ∇u + ∇p
ρ

= 0. The temporal update of

this equation would advect velocity based on the u · ∇u term, but also increase the

velocity by an amount equal to ∇p
ρ

. In one spatial dimension, we use this to estimate

the velocity at the end of the time step as

(
|un|max+

|px|
ρ

∆t

∆x

)
and the CFL condition

becomes

∆t

(
|un|max + |px|

ρ
∆t

∆x

)
≤ 1. (2.16)

This is quadratic in ∆t with solutions

−|un|max −
√
|un|2max + 4 |px|

ρ
∆x

2|px|/ρ
≤ ∆t ≤

−|un|max +
√
|un|2max + 4 |px|

ρ
∆x

2|px|/ρ
.



CHAPTER 2. SEMI-IMPLICIT COMPRESSIBLE FLOW 14

As the lower limit is always non positive and ∆t ≥ 0, we only need to enforce the upper

bound. As px → 0, both the numerator and denominator vanish and thus we obtain

a more convenient time step restriction by replacing the 2nd ∆t in equation (2.16)

with this upper bound to obtain

∆t

2

 |un|max
∆x

+

√(
|un|max

∆x

)2

+ 4
|px|
ρ∆x

 ≤ 1. (2.17)

Note that this is not linear in ∆x, but as ∆x → 0 we obtain a more typical CFL

condition ∆t < ∆x
|un|max . In two spatial dimensions our CFL follows along the lines of

[27]’s equation 95 and is given by:

∆t

2

 |u|max
∆x

+
|v|max

∆y
+

√(
|u|max

∆x
+
|v|max

∆y

)2

+ 4
|px|
ρ∆x

+ 4
|py|
ρ∆y

 ≤ 1.

All of our examples are stable for CFL number α = .9, and all of our examples were

unstable for α = 1.3. Some examples (e.g. example 6.1.8) blow up for α = 1.

2.4 Modified ENO Scheme

When using traditional ENO methods for the advection part of our equations (as in

[48]), we obtained excessive spurious oscillations. This seems to be related to our

dual cell center and MAC grid formulation, thus we device a new ENO scheme which

better utilizes that dual formulation. We call this Mach-ENO or MENO. The main

idea is to replace the advection velocity with the MAC grid value defined at the

flux in question, i.e. û. The lowest level of the divided difference table is typically

constructed with the physical fluxes, i.e. ρu, ρu2 and Eu for F1(U) in equation (2.1).

A dissipation term is added for the local and global Lax-Friedrichs versions. Consider

constructing an ENO approximation for the flux at Xi+1/2. Locally, we would use

a divided difference table with base values corresponding to the physical fluxes plus

or minus the appropriate dissipation. Our modification is to replace ρjuj, ρjuj
2, and

Ejuj with ρjûi+1/2, ρjujûi+1/2, and Ejûi+1/2 leaving the dissipation terms unaltered.
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Figure 2.3: Sod shock tube problem at t = .15s. Left: Standard ENO-LLF (Local
Lax-Friedrichs) using 401 grid points (green) and 1601 grid points (red). Right: The
base 1601 grid points solution is the same as in the left figure, but the coarse grid
calculation (with 401 grid points) is done with the new MENO scheme. Velocity is
shown in both figures. Both simulations were done with explicit time integration and
a full characteristic decomposition in order to demonstrate that the new ENO schemes
performs similar to the old one when one is not using our new implicit discretization
of the pressure.

Note that ûi+1/2 is fixed throughout the divided difference table similar to the way

one fixes the dissipation coefficient.

In order to validate our new MENO scheme, we compared it to the standard

scheme from [48] for the standard Sod shock tube in Figure 2.3. For this problem and

other fully explicit simulations the results were fairly similar, but when we ran the

simulations with our semi-implicit formulation the MENO scheme performed much

better, and in fact the standard ENO scheme was not successful in producing any

solution whatsoever for figure 2.11 in our examples section.
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2.5 Time Integration

While the explicit component of our update is an upwind scheme, the implicit com-

ponent is centrally-differenced. This tends to introduce more dispersive rather than

dissipative errors to the solution (i.e. there is more of an imaginary component to the

eigenvalues), which suggests the use of Runge-Kutta over forward Euler.

We use two variations of the third order TVD Runge-Kutta scheme [47] in all

of our examples. The first is to perform Runge-Kutta on just the advection part,

F1(U), with only one final implicit solve for F2(U). The second variation is to carry

out both F1(U) and F2(U) for each Runge-Kutta stage, noting that this has three

times the computational cost as far as the implicit solution of F2(U) is concerned.

In general we observed better performance, especially in controlling overshoots, when

using the second variation (see figure 2.4). However, some examples (in particular the

high Mach number ones) do tend to show more oscillations (see figure 2.4, bottom).

These oscillations are less predominant when combined with MENO, so we show all

of our examples with the second variation.

2.6 Numerical Results

2.6.1 One dimensional Validation

For the one dimensional tests, we use a computational domain of [0, 1], 401 grid

points, and also plot a baseline solution using 1601 grid points in the standard fully

explicit ENO method as in [48]. A second order ENO was used along with the CFL

number of .5. Unless otherwise noted the maximum Mach number in each example

lies within the range (.9, 2.5). All units are in S.I. Generally speaking our method is

a perturbation of those proposed by [56, 57] and thus demonstrates similar qualita-

tive behavior. Timings are shown in table 2.1. In particular note that the implicit

scheme is generally more efficient than the explicit scheme predominantly because

we avoid the characteristic decomposition and can advect all three independent vari-

ables simultaneously because they all have the same eigenvalue u. At first glance

one might assume that the necessity of a pressure Poisson equation would cancel
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out these efficiency gains. However, being strongly diagonally dominant, the implicit

solve typically converges after only a few iterations of the conjugate gradient method.

In practice we noticed that only five or six iterations were required to reach a reason-

able tolerance. It is unclear whether our newly proposed semi-implicit method would

have these slight efficiency gains across a wider number of examples and in multiple

spatial dimensions, however for the low Mach number flow problems for which it was

designed (such as example 6.1.8) it is significantly more efficient than the explicit

method.

Sod Shock Tube

Our first test case is a standard Sod shock tube with initial conditions of

(ρ(x, 0), u(x, 0), p(x, 0)) =

(1, 0, 1) if x ≤ .5,

(.125, 0, .1) if x > .5.

Our results are shown in Figure 2.5, which indicate well resolved shock, rarefaction

and contact solutions. Since our method is conservative, we get the correct shock

speeds. The results are comparable to that of [25] and [56].

Lax’s Shock Tube

Lax’s shock tube is similar in nature to Sod shock tube, except that the initial con-

dition has a discontinuity in the velocity:

(ρ(x, 0), u(x, 0), p(x, 0)) =

(.445, .698, 3.528) if x ≤ .5,

(.5, 0, .571) if x > .5.

Our results are shown in Figure 2.6. Again, the results are comparable to the previous

work.
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Strong Shock Tube

The Strong shock tube problem poses initial conditions that generates a supersonic

shock:

(ρ(x, 0), u(x, 0), p(x, 0)) =

(1, 0, 1010) if x ≤ .5,

(.125, 0, .1) if x > .5.

Our results are shown in Figure 2.7. The scheme admits some oscillations near the

rarefaction wave, and we see no notable difference in simulation time when compared

to the explicit simulation. With that in mind, we note that the main advantage of

the proposed method is to take time steps irrespective of the sound speed values;

in cases of high Mach number flows (or high Mach number regions of the flow – if

asynchronous time integration is used), one could use a typical ENO scheme.

Mach 3 Shock Test

The initial conditions for the Mach 3 shock test are:

(ρ(x, 0), u(x, 0), p(x, 0)) =

(3.857, .92, 10.333) if x ≤ .5,

(1, 3.55, 1) if x > .5.

Our results are shown in Figure 2.8. As above we do note some oscillations near the

rarefaction wave.

High mach flow test

The initial conditions for the High mach flow test are:

(ρ(x, 0), u(x, 0), p(x, 0)) =

(10, 2000, 500) if x ≤ .5,

(20, 0, 500) if x > .5.

As noted in [25] the Mach number in this test can reach as high as 240. Our results

are shown in Figure 2.9.
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Interaction of blast waves

Here we present a test of two interacting blast waves. This problem was introduced

by [55] and involves multiple strong shock waves. The initial conditions for the test

are:

(ρ(x, 0), u(x, 0), p(x, 0)) =


(1, 0, 103) if 0 ≤ x < .1,

(1, 0, 10−2) if .1 ≤ x < .9,

(1, 0, 102) if .9 ≤ x ≤ 1.

We also have solid wall boundary conditions at x = 0 and x = 1. Our results are

shown in Figure 2.10 which shows that we achieve very accurate results.

Two Symmetric Rarefaction Waves

In this test there are two rarefaction waves going in opposite directions from the

center of the domain. This causes very low density regions near the center of the

domain. The initial conditions for the test are:

(ρ(x, 0), u(x, 0), p(x, 0)) =

(1,−2, .4) if x ≤ .5,

(1, 2, .4) if x > .5.

Our results are shown in Figure 2.11. Our results are comparable to that of [25] and

[56]. Note that there is an unphysical pulse in the internal energy field near the low

pressure region, caused by overheating (see e.g. [12]).

Smooth Flow Test (Mach Zero Limit)

The initial conditions for the zero mach limit test are given by:

u(x, 0) = 0

p(x, 0) = p0 + εp1(x)

p1(x) = 60 cos(2πx) + 100 sin(4πx)

ρ(x, 0) =

(
p(x, 0)

p0

) 1
γ

ρ0
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Where ρ0 = 1, p0 = 109, and ε = 103. Since the flow is smooth and there are no

shocks in this test, we have used a single implicit solve per time step. This test

is dominated by acoustic waves (as observed in [25]). We can take time steps as

large as is permitted by our CFL condition in equation (2.17). This permits time

steps three orders of magnitude greater than those permitted by sound-speed based

CFL. However, as with all implicit schemes, taking too large a time step can lead

to inaccurate results. Thus, in order to get sufficient accuracy, we clamp our time

step to be a fixed multiple of the explicit time step (which is calculated using the

sound-speed based CFL). In figure 2.12 we use 3 times the explicit time step and

show convergence via grid resolution.

In a second suit of tests we show that we can increase the grid resolution without

the need to refine the time step. The timing results for this experiment are available

in table 2.2, where ∆t remains fixed as the grid resolution goes up as high as 320, 000

grid cells. At that point the effective sound speed CFL is 300. Numerical results

are plotted in figure 2.13 and table 2.2 summarizes the results. In particular we note

that the newly proposed implicit method permits a fixed time step all the way up to

320, 000 grid points. This allows the wall clock simulation time to scale approximately

linear to the size of the problem (since we solve the Poisson equation using conjugate

gradients, which has superlinear complexity – however, note that one only needs the

solver to converge in the sense of truncation error as opposed to round-off error). On

the other hand, in explicit methods the simulation time grows quadratically, becoming

impractical at 320, 000 grid points. Note that since we are not refining the time step,

we do not expect to see any further convergence in the solution.

2.6.2 Flow Past a Step Test

Our first two dimensional experiment is similar to the one described in [12]. We

assume an ideal gas with γ = 1.4. The test domain is 3 units long and 1 unit wide,

with a .2 unit high step which is located .6 units from the left hand side of the

tunnel. The initial conditions are ρ = 1.4, p = 1 and u = 3 and v = 0 everywhere

in the domain. We apply an inflow boundary condition on the left hand side of the
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domain, and an outflow boundary condition on the right hand side of the domain. A

reflective solid wall boundary condition is applied for the top and bottom boundaries

of the domain. We show numerical results at t = 4s on a grid of resolution 120x40 in

figure 2.14.

2.6.3 Double Mach Reflection of a Strong Shock

In a computational domain of [0, 4]× [0, 1], a planar Mach 10 shock hits a reflecting

boundary that lies along the bottom wall of the domain along x ∈ [1
6
, 4]. The plane

of the shock begins at (1
6
, 0) and makes a 60◦ angle with the reflecting plane. The

left and bottom (for x ∈ (0, 1
6
)) boundary conditions are given by the postshock

condition, the right boundary by a zero-gradient condition, and the top boundary is

set to describe the exact motion of the Mach 10 shock. If we take ~n to be the unit

vector that lies normal to the planar shock, then the initial values are given by:

(ρ(x, y, 0), u(x, y, 0), p(x, y, 0)) =

(1.4,~0, 1) preshock

(8, 8.25~n, 116.5) postshock
.

Our method (see figure 2.15) compares well with those provided in [55], which

provides a description of this example and presents numerical results comparing the

performance of various methods in this problem. As is done in previous work we only

show the domain of interest ([0, 3]× [0, 1]).

2.6.4 Circular Shock Test

The circular shock test has an initial condition prescribed as

(ρ, u, v, p) =

(1, 0, 0, 1) if r ≤ .4

(.125, 0, 0, .1) if r > .4,

where r =
√
x2 + y2. Numerical results are shown in figure 2.16. The same test was

shown in [57]. Our results indicate well resolved shock and contact solutions along
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with correct speed shock calculations.

2.7 Conclusions and Future Work

We have presented a method for alleviating the stringent CFL condition imposed

by the sound speed in highly non-linear compressible flow simulations. A fractional

step procedure combined with the pressure evolution equation is used. The method

works for arbitrary equations of state, and in the limit as the sound speed goes to

infinity it yields the Poisson equation for incompressible flow. We also presented a

Mach-ENO or MENO scheme which better utilizes a dual cell center and MAC grid

formulation. The numerical experiments on various benchmark problems for one and

two dimensions indicate that our semi-implicit method obtains well resolved shock,

rarefaction and contact solutions. Since our method is conservative, we also obtain

correct shock speeds. The smooth flow example illustrates the ability of our method to

take significantly large time steps for low Mach number flows as compared to explicit

methods. In future work we plan to extend our approach to handle two-way coupling

between compressible and incompressible flows, as well as fully implicit solid-fluid

coupling.

Appendix: Boundary Conditions

Figure 2.14 requires the handling of inflow and outflow boundary conditions. We

define Uout to be the outgoing state and Uin to be the ingoing state. The outgoing

state, Uout, is obtained by simple extrapolation whereas the ingoing state, Uin, is

obtained by attenuating Uout towards specified far-field values. After defining Uout

via extrapolation, we average the primitive variables to cell flux on the boundary of

the domain, and use those values to compute a characteristic decomposition. If the

pth characteristic field indicates ingoing information, then when applying the ENO

scheme in this characteristic field we use Uin for the ghost node values. Otherwise

Uout is used. Note for higher order schemes boundary values will be needed for fluxes

on the interior of the domain as well, and we choose the ghost nodes (as Uin or Uout)
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in the same fashion.

Our ingoing state, Uin, is obtained by attenuating the extrapolated state, Uout,

towards a given far field state, Ufar. This is accomplished by multiplying Uout with

each of the left eigenvectors, attenuating if the eigenvalue in that characteristic field

indicates an ingoing wave, and then multiplying by the right eigenvector. Defining

the scalar characteristic information in each field as ξp = LpUout, we would attenuate

ξp towards ξpfar using the analytic solution of the ODE

dξ/dt = K(ξ − ξfar)

for time step ∆t using initial data of ξ = ξout. We used an attenuation coefficient of

K = −.5 in our examples.
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(d) Three implicit solves

Figure 2.4: Numerical results comparing placing the implicit solve either inside each
Runge-Kutta stage (b and d) or once after a full three stage Runge-Kutta cycle (a and
c). The top two figures show the results for a Sod shock tube problem at t = .15s, the
bottom two figures show the results for a strong shock tube problem at t = 2.5×10−6s.
Density is shown in all figures. Note the spurious overshoots when the implicit solve
is not included in the Runge-Kutta cycle (left two figures). Note that we use the
standard ENO scheme from [48] (not MENO) for these four examples.
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Test name semi-implicit (seconds) explicit (seconds)
Sod shock tube 2.95 3.69
Lax shock tube 2.71 4.53
Strong shock tube 2.43 3.43
Mach 3 shock test 2.90 3.59
High Mach flow test 3.75 3.29
Interaction of blast waves (Bang Bang) 5.28 9.86
Two symmetric rarefaction waves 3.52 4.15

Table 2.1: Wall clock times comparing the semi-implicit method with the fully explicit
method, for 1-D examples. Simulations were run to the target times of each example
as mentioned in their respective figures.

Grid Effective ∆t Wall clock time Wall clock time
Resolution sound speed (Implicit) (Explicit)

CFL
3200 3 5.01e-08 63.41s 511.67s
32000 30 5.01e-08 810.03s 60498.49s
320000 300 5.01e-08 9976.58s Impractical

Table 2.2: Timing results for smooth flow test, with ∆t approximately constant. The
wall clock times are shown for simulations till t = 5× 10−5s.
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Figure 2.5: Numerical results of the Sod shock tube problem at t = .15s. The explicit
baseline solution is plotted in red, and the solution from our method is plotted in
dotted green.
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Figure 2.6: Numerical results of the Lax’s shock tube problem at t = .12s. The
explicit baseline solution is plotted in red, and the solution from our method is plotted
in dotted green.
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Figure 2.7: Numerical results of the strong shock tube problem at t = 2.5 × 10−6s.
The explicit baseline solution is plotted in red, and the solution from our method is
plotted in dotted green.
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Figure 2.8: Numerical results of the Mach 3 shock tube problem at t = .09s. The
explicit baseline solution is plotted in red, and the solution from our method is plotted
in dotted green.
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Figure 2.9: Numerical results of the High Mach shock tube problem at t = 1.75 ×
10−4s. The explicit baseline solution is plotted in red, and the solution from our
method is plotted in dotted green.
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Figure 2.10: Numerical results of the interacting blasts shock tube problem at t =
.038s. The explicit baseline solution is plotted in red, and the solution from our
method is plotted in dotted green.
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Figure 2.11: Numerical results of the symmetric rarefaction shock tube problem at
t = .15s. The explicit baseline solution is plotted in red, and the solution from our
method is plotted in dotted green.
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Figure 2.12: Numerical results comparing the pressure in smooth flow test at 200,
400, 800, 1600, and 3200 grid cells with an effective sound speed based CFL number
3 at t = 1.5 × 10−5s. The red curve is the explicit simulation run at 3200 grid cells
with a CFL number .5.
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Figure 2.13: Numerical results showing pressure in the smooth flow test at 3200,
32000 and 320000 grid cells. We used an effective sound speed based CFL number of
3, 30 and 300 respectively at t = 1.5 × 10−5s. Since ∆t stays constant, the solution
remains relatively unchanged even as we get huge time step gains.



CHAPTER 2. SEMI-IMPLICIT COMPRESSIBLE FLOW 35

 0  0.5  1  1.5  2  2.5  3

 0

 0.2

 0.4

 0.6

 0.8

 1

Figure 2.14: Numerical results showing the contour plots of density for the flow past
a step test on a grid of size 120x40 at t = 4s. 30 contours are plotted in the range
[.2568, 6.067].
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Figure 2.15: Numerical results showing the contour plots of density for the double
mach reflection of a strong shock on a grid of size 240x60 at t = .2s. 30 contours are
plotted within the range [1.731, 20.92].
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Figure 2.16: Numerical results for the circular shock test on a grid of size 100x100 at
t = .25s.



Chapter 3

Implicit Compressible Flow and

Structure Coupling

We propose a novel method to implicitly two-way couple Eulerian compressible flow

to volumetric Lagrangian solids. The method works for both deformable and rigid

solids and for arbitrary equations of state. The method exploits the semi-implicit

formulation of compressible flow described in chapter 2, solving for the advection

part explicitly and then correcting the intermediate state to time tn+1 using an im-

plicit pressure, obtained by solving a modified Poisson system. Similar to previous

fluid-structure interaction methods, we apply pressure forces to the solid and enforce

a velocity boundary condition on the fluid in order to satisfy a no-slip constraint.

Unlike previous methods, however, we apply these coupled interactions implicitly by

adding the constraint to the pressure system and combining it with any implicit solid

forces in order to obtain a strongly coupled, symmetric indefinite system (similar to

[42], which only handles incompressible flow). We also show that, under a few reason-

able assumptions, this system can be made symmetric positive-definite by following

the methodology of [41]. Because our method handles the fluid-structure interactions

implicitly, we avoid introducing any new time step restrictions and obtain stable re-

sults even for high density-to-mass ratios, where explicit methods struggle or fail. We

exactly conserve momentum and kinetic energy (thermal fluid-structure interactions

are not considered) at the fluid-structure interface, and hence naturally handle highly

37
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non-linear phenomenon such as shocks, contacts and rarefactions.

3.1 Introduction

Direct numerical simulations (DNS) are often used to study the interactions between

fluid flows and solid structural models. Under certain assumptions these can be

reduced to a one-way coupled system; for example if one wishes to determine the

steady-state lift of an airfoil in subsonic flow, it is often reasonable to simulate the

airfoil as a kinematic body. With a clever choice of boundary conditions, one can

even begin to examine two-way coupled interactions, albeit in a limited fashion. In

the more general case, these assumptions miss the interesting two-way coupled inter-

actions between the fluid and the structure. These two-way coupled interactions can

be quite important and, if not properly captured in the DNS, can lead to non-physical

results. It is therefore important to have a robust numerical method that accurately

captures two-way coupled interactions across a fluid-structure interface.

Methods to capture fluid-structure interactions can be broadly separated into two

categories. Weakly coupled (partitioned) systems interleave the disparate subsystems

by integrating them forward in time separately, using each others’ results as bound-

ary conditions in an alternating one-way coupled fashion (see e.g. [61, 39, 8]). This

approach is appealing as it permits the use of specialized numerical methods for each

of the different materials with only slight modifications to account for the modified

time integration and changing boundaries. There are disadvantages to this approach,

however, for example new and poorly understood stability restrictions arise indepen-

dent of the individual subsystems, such as the lumped-mass instability discussed in

[4]. The alternative is to employ a strongly coupled (monolithic) system, which are

systems where the fluid and structure are evolved forward in time simultaneously

using a solver specially crafted to incorporate phenomena from both fluid and solid

phases. Our method is a hybrid of the two; the explicit components of both fluid and

solid solvers are evolved forward independently, while the implicit components and

interactions are coupled together in a monolithic solve.

State-of-the-art solvers typically use an Eulerian framework to treat fluid flows
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and a Lagrangian framework to treat solids, and so any coupled system must do

one of three things: model the solid in an Eulerian framework, model the fluid in

a Lagrangian framework, or find a way to couple Eulerian fluids with Lagrangian

solids. The first two options are undesirable as they impose significant limitations on

the numerical method, for example Eulerian models only capture material properties

(rather than tracking them) which makes it difficult to compute time history vari-

ables important to structural simulation, such as loading and damage. Many fluid

Lagrangian models have difficulty in obtaining the correct shock speeds due to the

lack of discrete flux differencing, and therefore resort to artificial viscosity methods

that require a number of zones within a shock in order to obtain the right speed

[2, 3]. Lagrangian fluid models also struggle with high-speed and deforming flows,

as large deformations can cause significant numerical errors in the flow field and can

drive the time step to zero. This can be partially alleviated by applying complex

and expensive remeshing, but if the flow field tangles and inverts, the simulation can

cease altogether. Arbitrary Lagrange-Eulerian (ALE) methods address the problem

of a deforming Lagrangian fluid grid by permitting the fluid grid to move at some

velocity other than the velocity of the fluid, but this can still lead to high aspect

ratios that necessitate remeshing, especially in the presence of a fluid-structure in-

terface. We address the challenge of coupling Eulerian fluids with Lagrangian solids

by introducing an interpolation operator, which conservatively maps quantities from

Eulerian boundaries to nearby Lagrangian boundary nodes, and vice versa.

At the fluid-structure interface there is a transfer of information. This informa-

tion transfer can be handled by weakly coupling each separate subsystem using a

one-sided estimate of the transfer, or by strongly coupling subsystems together and

introducing new variables to the equations. Weakly coupled approaches have been

shown to give high-fidelity results [1, 10, 9], but can struggle when applied to a system

with high density-to-mass ratios (and are prone to going unstable, as we discuss in

Section 3.4.3). These problems can be alleviated by using a better estimate of values

at the interface, as suggested by [32], but this typically involves solving expensive gen-

eral Riemann problems at every fluid-structure face. These problems can be avoided

entirely by handling the interface in a strongly coupled fashion, but previous work has
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been limited to incompressible flows [38, 42]. Our method exploits the semi-implicit

formulation of compressible flow, which treats the pressure flux of compressible flows

implicitly. This permits us to treat the fluid pressure as an implicit force on the

solid, and use an implicit velocity boundary condition on the Poisson solve, much like

previous strongly-coupled work.

Our fluid evolution is comprised of two steps: an advection stage and a pressure

solver phase. This permits us to address the complexities arising from the truly non-

linear components of the flow separately from the linearly degenerate components. In

the pressure phase, we freeze everything to their time tn+1 location and perform an

implicit solve for the fluid pressure and solid velocity. It is in this phase that we handle

the transfer of momentum and kinetic energy across the fluid-structure interface, and

as such it is important to be conservative in transferring information between the

two sets of degrees of freedom. In the advection stage no information should be

transmitted across the interface, but instead we must address the issues which arise

by virtue of a moving solid (i.e. the covering and uncovering of fluid cells). There

are many examples of how to address these problems in the literature, for example

we could track cut cells, re-discretize the fluid in an ALE formulation—all of which

significantly complicate the fluid evolution. Instead we make the key observation that

since the interface is a contact discontinuity we can afford to be non-conservative, but

only in the linearly degenerate components of the flow.

In a traditional explicit method the linearly degenerate and truly non-linear fluxes

aren’t separated, and as such these methods need to deal with all of the complexi-

ties of moving boundaries and information transmission at the same time. That is,

they need to be conservative when dealing with information that crosses the interface

while at the same time dealing with an interface that moves. Finally, the flux needs

to be re-examined carefully in order to determine what forces should be applied to

the interface. One could modify traditional methods by separating the conserved

quantities into their Riemann invariants, and be conservative in the truly non-linear

invariants while allowing the linearly degenerate invariants to be non-conservative

—however this doesn’t address the moving boundary, and still leaves us with the
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(poorly-understood) CFL restriction that arises from explicit fluid-structure interac-

tions. Because of these complications, our method hinges on the existence of the

semi-implicit formulation of compressible flow.

3.2 Semi-implicit compressible flow

We quickly re-derive the equations for semi-implicit evolution of compressible flow

as described in 2. The derivation philosopy is slightly different here from that in

chapter 2 as we want to focus on time n + 1 face velocities in order to couple with

structures. Consider the multi-dimensional Navier-Stokes equations, given by:
ρ

ρ~u

E


t

+


∇ · ρ~u
∇ · (ρ~u)~u

∇ · (E~u)

+


0

∇p
∇ · (p~u)

 = f (3.1)

where we have split the flux terms into an advection and non-advection part and

lumped viscous terms into f . The advection part (as well as any body forces) is

integrated explicitly to give intermediate values ρ?, (ρ~u)? and E?. Since pressure

does not affect the continuity equation, ρn+1 = ρ?. The momentum update equation

can be divided by ρn+1 to obtain

~un+1 = ~u? −∆t
∇p
ρn+1

, (3.2)

and taking its divergence gives

∇ · ~un+1 = ∇ · ~u? −∆t∇ ·
(
∇p
ρn+1

)
. (3.3)

In the case of incompressible flow, we would set ∇ · ~un+1 = 0, but for compressible

flow we instead use the pressure evolution equation (see e.g. [11]),

pt + ~u · ∇p = −ρc2∇ · ~u. (3.4)
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If we fix ∇ · ~u to be at time tn+1 through the time step (making an O(∆t) error),

discretize pt+~u ·∇p explicitly using a forward Euler time step (i.e. p
n+1−pn

∆t
+~un ·∇pn),

and define the advected pressure as pa = pn −∆t(~un · ∇pn) we obtain

pn+1 = pa −∆tρc2∇ · ~un+1. (3.5)

Substituting this in Equation (3.3) and rearranging gives

pn+1 − ρn(c2)n∆t2∇ ·
(
∇pn+1

ρn+1

)
= pa − ρn(c2)n∆t∇ · ~u?, (3.6)

where we have defined ρc2 at time tn and the pressure p at time tn+1. Discretizing

the gradient and divergence operators yields[
I + ρn(c2)n∆t2GT

(
1

ρ̂n+1
G

)]
pn+1 = pa + ρn(c2)n∆tGT ~̂u?, (3.7)

where G is our discretized gradient operator, −GT is our discretized divergence op-

erator, and ρ̂ and û represent variables interpolated to cell faces. This is solved to

obtain pn+1 at cell centers. The time tn+1 pressures are then applied in a flux-based

manner to the intermediate momentum and energy values to obtain time tn+1 quan-

tities in a discretely conservative manner (thereby giving correct shock speeds). For

more details see chapter 2.

3.3 Solid evolution

We give a brief treatment of solid evolution with sufficient detail to properly handle

the fluid-structure interactions. A solid state is completely described by its velocity

and position. We update the position and velocities in a Newmark scheme in which

velocity at time tn+1/2 is used to update the position to time tn+1 in a second order

update. Velocity is then updated from time tn to time tn+1 in a separate step.

We describe below the velocity update for deformable and rigid solids. The same

procedure is used twice, once with a time step of ∆t/2 to obtain V n+1/2 for position

update and then with a time step of ∆t for the final velocity update.
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Deformable body formulation: For deformable body evolution we need to handle

both elastic and damping forces. Damping forces can impose strict time step restric-

tions and are thus treated implicitly. We will describe a method which treats the

elastic forces explicitly and damping forces implicitly although one could also incor-

porate implicit elasticity. The deformable body at a given time t can be described by

a vector of positions of its nodes Xs(t) and a vector of velocities of its nodes Vs(t).

The evolution of velocities can be described by Newton’s second law as

Ms(Vs)t = F (Xs, Vs), (3.8)

where Ms is the mass matrix and F is the vector of all forces acting on the solid

nodes. Discretizing and computing the elastic terms explicitly and damping terms

explicit in position, but implicit in velocity, i.e. F (Xs, Vs) = F (Xn
s , V

n+1
s ), we obtain

MsV
n+1
s = MsV

n
s + ∆tF (Xn

s , V
n+1
s ). (3.9)

Using a Taylor series expansion on F yields

MsV
n+1
s = MsV

n
s + ∆t(F (Xn

s , V
n
s ) +D(V n+1

s − V n
s )). (3.10)

where D = ∂F
∂Vs

. F (Xn
s , V

n
s ) − DV n

s represents the elastic only (and, if present, any

non-linear damping terms [49]) component of the force and one can write

MsV
n+1
s = MsV

?
s + ∆tDV n+1

s , (3.11)

where V ?
s denotes the velocity vector updated explicitly with the elastic terms only.

Rigid body formulation: For a rigid body we define the generalized velocity vector

as Vs = (V T
cm, ω

T )T , where Vcm is the velocity of its center of mass and ω is its angular

velocity. The velocity evolution can then be described as(
Mr 0

0 Ir

)
(Vs)t =

(
f

τ

)
, (3.12)
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where Mr is a 3 × 3 diagonal matrix with the rigid body mass in the diagonals, Ir

is the inertia tensor and f, τ are the net force and torque acting on it. Writing the

mass matrix as Ms and combining f, τ into F , we get a form similar to (3.8) which

can be discretized using forward Euler to obtain

MsV
n+1
s = MsV

n
s + ∆tF n = MsV

?
s . (3.13)

Where V ?
s denotes the velocity vector updated with the explicit forces. Note that this

is the same as Equation (3.11) except without any damping term. We will therefore

use Equation (3.11) as our general solid update equation below, as it covers both the

rigid and deformable cases.

3.4 Fluid-structure interaction

We solve for the fluid on an Eulerian grid, and the solids on freely deforming La-

grangian meshes. The fluid and structure interact with each other by applying equal

and opposite forces at the interface, satisfying physical boundary conditions (we use

no-slip, no penetration boundary conditions) in the process. Immersed boundary

methods induce extra force variables at the interface and apply a regularization op-

erator to map these forces to fluid faces (see e.g. [53]). They also incorporate an

interpolation operator to map fluid velocity to solid nodes for applying boundary

conditions. We eliminate the extra interface force variables and conservatively map

the fluid pressures directly to solid nodes, and solid velocities to fluid faces using an

interpolation operator.

Figure 3.1 illustrates an example fluid grid which is coupled to a Lagrangian solid

which occupies the upper right-hand corner of the grid. In our model, the fluid

interacts with a voxelized version of the solid and the solid directly sees forces acting

on its nodes. We define an interpolation operator W which maps solid node velocity

to the fluid cell faces, where the rows correspond to fluid faces and the columns to solid

nodes. W can be constructed in a row-by-row fashion: for each row, we identify the

corresponding fluid face and locate the nearby solid nodes. The entry corresponding
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(a) Eulerian fluid
grid.

(b) Lagrangian
solid which overlaps
the fluid domain.

(c) Solid voxelized
to fluid faces.

(d) Solid nodes
which contribute to
the rasterized face.

Figure 3.1: A common challenge with FSI problems is one of overlapping grids. We resolve
this issue by voxelizing solid degrees of freedom to the fluid grid using an interpolation
operator denoted by the matrix W . The row corresponding to a fluid face gets contributions
from nearby solid nodes.

to each solid node is populated by a weight proportional to its contribution to the

fluid face, and then finally the row is normalized to ensure that each row sums to

one, making it an interpolation. This is done in a component-by-component manner,

e.g. the x-component of solid velocity is voxelized to x-axis fluid faces but not y-

or z-axis fluid faces, and so the solid velocity at fluid face i + 1/2 is (WVs)i+1/2.

Since pressure is defined at cell centers, we also introduce an extrapolation operator

B which maps cell-centered pressure to face pressures, as illustrated in Figure 3.2.

These face pressures are then multiplied by the surface area of the cell face to get a

force and distributed back to solid nodes using W T . That is, W maps from solid node

degrees of freedom to cell faces, and W T maps back in the opposite direction. Note

that since the rows of W sum to one, the columns of W T sum to one and therefore

the force felt due to the pressure on the face is fully and conservatively distributed

to the solid node degrees of freedom.

3.4.1 The strongly coupled system

The fluid acts on solid degrees of freedom via pressure along the interface. The

pressure exerts a force given by W TAfBp on the solid degrees of freedom, where Af

is a diagonal matrix whose entries correspond to the areas of fluid-structure faces. We
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B =

0 0
0 0
0 1


Figure 3.2: Operator B maps pressure from cell centers to bordering fluid-structure faces.
In this example there are x-direction faces, of which the one to the far right represents a
rasterized solid face. Therefore B has three rows (one for each vertical face, with the top
and the bottom rows corresponding to the far left and far right vertical faces respectively,
and the middle row corresponding to the middle vertical face), and two columns (one for
each pressure at each cell center). Since the only contribution to the solid is from the second
pressure to the third face, B has the form shown above with a single non-zero element. Note
that (1/dx)BT equals −GTs , as defined in Figure 3.3(b).

can incorporate these forces into the implicit solid system given by Equation (3.11):

MsV
n+1
s = MsV

?
s + ∆tDV n+1

s + ∆tW TAfBp. (3.14)

The fluid sees a velocity boundary condition at the fluid-structure interface. To

incorporate this into the fluid equations, we partition the discrete divergence operator

−GT into two components. GT
f operates over fluid-fluid faces, while GT

s is the com-

ponent of the divergence operator which operates on rasterized fluid-structure faces

(as outlined in Figure 3.3), and GT = GT
f +GT

s . We can then set fluid-structure faces

to have implicit Neumann boundary conditions; that is,

~un+1 =

~u? −∆t
Gfp

ρ̂
at a fluid-fluid face; and

WV n+1
s at a fluid-structure face.

(3.15)

Taking the divergence of the velocity field yields

GT~un+1 = GT
f ~u

? −∆tGT
f

1

ρ̂
Gp+GT

sWV n+1
s (3.16)
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Using this modified definition for GT~un+1 in Equation (3.5) and substituting into

Equation (3.3) gives[
1

∆tρn(cn)2
I + ∆tGT

f

G

ρ̂n+1

]
pn+1 −GT

sWV n+1
s =

pa

∆tρc2
+GT

f ~u
?. (3.17)

If we define V = ∆x∆y∆z to be the volume of the fluid cell, then V GT
s = AfB

T .

Combining equations (3.14) and (3.17), using scaled pressure p̃ = ∆tp and scaled

advected pressure p̃a = ∆tpa, and rescaling the fluid equations by cell volume gives

us our symmetric system(
V

∆t2ρc2
I + V GT

f
1
ρ
Gf −AfBTW

−W TBAf −Ms + ∆tD

)(
p̃n+1

V n+1
s

)
=

(
V

∆t2ρc2
p̃a + V GT

f ~u
?

−MsV
?
s

)
. (3.18)

It is interesting to note that if we take the incompressibility assumption (i.e. c→∞)

then this system reduces to one similar to [42].

The system in Equation (3.18) is symmetric but indefinite, and can be solved using

efficient solvers such as Conjugate Residuals [34] to obtain the final time tn+1 solid

velocity and pressure. The solid part of our update is now complete, but we still

need to use the tn+1 pressure to update the fluid momentum and energy (noting that

ρn+1 = ρ? is already done).

3.4.2 Updating fluid momentum and energy

To obtain correct shock speeds we use the flux-based method discussed above, with

modifications to account for fluid-structure faces. At a fluid-structure face i + 1/2,

the fluid applied a force of (BAfp)i+1/2 to the solid. To conserve momentum, fluid

face i+ 1/2 should apply an equal and opposite force −(BAfp)i+1/2 on fluid cell i. In

our momentum update this is numerically equivalent to setting pi+1/2 = (Bp)i+1/2 at

fluid-structure faces.

Next, we need to consider the work done by the fluid on the solid at a fluid-

structure face. We are applying an impulse ∆t(BAfp)i+1/2 on the solid, which is

equivalent to applying a constant force over the interval ∆t. In order to compute the
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(a) GT
f = 1

dx

[
−1 1 0
0 −1 0

]
(b) GT

s = 1
dx

[
0 0 0
0 0 1

]

Figure 3.3: In our derivation, the divergence operator −GT is split into GTf (which operates

only on fluid-fluid faces) and GTs (which operates only on fluid-structure faces). We show
this splitting for a simple two cell example where the right-most face is a fluid-structure
interface. The rows in the above matrices correspond to cells and columns to faces. The left
most face corresponds to the first column of GTf and only has one non-zero element since
it only borders one fluid cell. The middle face (which corresponds to the second column of
GTf ) contributes to both fluid cells and hence has two non-zero elements. The third column

of GTf is zero, as the third face is a fluid-structure face and instead corresponds to GTs .

Figure (b) depicts GTs , which is defined as −(1/dx)BT in Figure 3.2.

work done on the solid system by a single force ~f in the presence of other forces, we

lump all forces acting on the solid into a vector ~F and examine∫ ∆t

0

~f ·Vs(t)dt =

∫ ∆t

0

~f ·(V n
s +M−1

s
~Ft)dt = ∆t ~f ·

[
V n
s +M−1

s
~F

∆t

2

]
= ∆t ~f ·

[
V n
s + V n+1

s

2

]
,

(3.19)

where we take advantage of ~F and ~f being constant over the interval. We are inter-

ested in calculating the work done by a single fluid face on the solid, so if we take

W T
i+1/2 to be the column vector which distributes the pressure from cell face i + 1/2

to the solid node degrees of freedom then ~f = W T
i+1/2(BAfp)i+1/2, and the work done

on the solid by this face is exactly

∆t
[
W T
i+1/2(BAfp)i+1/2

]T [V n
s + V n+1

s

2

]
= ∆t

[
(BAfp)i+1/2

]
Wi+1/2

[
V n
s + V n+1

s

2

]
.

(3.20)

This, if pi+1/2 is defined to be (Bp)i+1/2 as suggested above in the momentum update,

then we merely need to set ~ui+1/2 = (1/2)(W [V n
s + V n+1

s ])i+1/2 in order to obtain a

flux p~u which exactly conserves the kinetic energy transferred.
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3.4.3 Time step restriction

In our method fluid-structure interactions are handled implicitly and thus we avoid

introducing any new time step restrictions. The time step is therefore determined

by the minimum of the time steps imposed by the fluid and the structure. For the

structure update the time step restriction is determined by the elastic part only, as

damping terms are handled implicitly, while our semi-implicit fluid update imposes

a time step restriction dependent only on its bulk velocity. The time step restriction

imposed by the semi-implicit flow formulation in two spatial dimensions is described

in 2.3. We note that the implicit fluid-structure coupling gives stable results even

for very high density-to-mass ratios, where explicit methods struggle even when the

CFL restrictions of both solid and fluid systems are obeyed. We explore this in

example 3.6.1.

3.5 Unified time integration

We employ a time integration scheme which incorporates fluid evolution into a Newmark-

style solid evolution scheme. The scheme works by computing an intermediate ve-

locity for the solid V
n+1/2
s , and applying this in a second order update to get solid

positions at time tn+1. Velocities are then updated from time tn to tn+1 (discarding

intermediate values), and so two linear systems are solved.

In order to compute the intermediate solid velocity V
n+1/2
s , we begin by applying

all explicit solid forces to the system, which gives V
n+1/2?
s . Explicit body forces

such as gravity and viscosity are also applied to the fluid system, yielding tn+1/2?

fluid quantities. The coupled system (3.18) is solved in order to obtain Xn+1
s =

Xn
s + ∆tV

n+1/2
s , and then the entire fluid state and all solid velocities are restored to

their time tn values.

These new positions are then used to compute an effective velocity for the solids,

i.e. (Xn+1
s −Xn

s )/∆t. Using the effective velocity and then the time tn position of the

solid, we fill ghost cells. These ghost cells are used directly in the stencils of high-order

methods, and provide a valid state for which to populate uncovered cells. In order



CHAPTER 3. IMPLICIT COMPRESSIBLE FLOWAND STRUCTURE COUPLING50

to compute the ghost cell data at location ~xg, we begin by identifying the closest

solid interface point ~xI , and reflecting across the interface. Density and pressure are

interpolated to the reflected point 2~xI −~xg from neighboring cells and then copied to

the ghost cell. The surface normal ~N at the interface is used to decompose the velocity

at the reflected point ~Vr into its normal component VrN = ~Vr · ~N and its tangential

component ~VrT = ~Vr−VrN ~N . In order to remain continuous with the effective velocity

of the structure at the interface ~VI , VrN is reflected across the interface, and so we

compute VgN = 2 ~VI · ~N − VrN . Tangential velocity is decoupled from the interface

and thus we can use it directly, giving the final ghost cell velocity ~Vg = VgN ~N + ~VrT .

Once ghost cells are filled, explicit body forces such as gravity and viscosity are

integrated into the system, and the advection component of flux from Equation (3.1)

is applied using a conservative flux-based method (see 2). Explicit solid forces are

applied in order to compute V n+1?
s , and then the coupled system (3.18) is solved to

obtain V n+1
s and pn+1. This pressure is applied as per Section 3.4.2 to obtain time

tn+1 fluid quantities.

We also fill the ghost cells inside the solid using time tn+1 data from the fluid and

solid velocities, as described above. Although none of our examples use these ghost

values, if an explicit body force such as viscosity were to be applied, its stencil would

require valid ghost cells to be defined. Note that these are valid as instantaneous

ghost cells, whereas the ghost cells above use the effective solid velocity, which is the

actual motion of the solid through the mesh. Practical experience shows that this

can make a meaningful difference.

3.6 Examples and validation

In order to compare our results with previous methods, we implement an explicit

coupling scheme which integrates a fully explicit compressible flow evolution with

a Newmark time integration for solids. This explicit method proceeds in a fashion

similar to Section 3.5, except that instead of solving the system (3.18) we simply

fill ghost cells inside the solid once and explicitly evolve the fluid once, while time

tn pressures along the fluid-structure interface are applied to the solid as explicit
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forces. This gives us an explicitly coupled time evolution scheme, such as the one

described in [9].

Although one might assume that the implicit solve would cause efficiency bottle-

necks, we observed relatively few Conjugate Residuals iterations per time step. This

is likely due to the strongly diagonally dominant nature of Equation (3.18), and the

good initial guess for pressure provided by the equation of state at time tn. For all of

our one dimensional examples the maximum number of iterations required per time

step was 3. For the two dimensional examples, the rigid body coupling example re-

quired a maximum of 4 iterations, while the deformable coupling example required a

up to 24 iterations per time step.

In all of the examples we consider the fluid is simulated using an ideal gas law,

with γ = 1.4.

3.6.1 One-dimensional validation

We examine several one dimensional fluid-structure interactions to validate our method.

A third order ENO scheme [48] is used along with an advection-based CFL number

of .6. All quantities below are in SI units, with density as kg/m3, pressure in Pa,

lengths in m, spring coefficients in N/m, etc.

Sod shock coupled with a rigid body

Our first example is a Sod shock interacting with a rigid body, with open boundary

conditions. The initial condition for the fluid is

(ρ(x, 0), u(x, 0), p(x, 0)) =

(1, 0, 1) if x ≤ .5,

(.125, 0, .1) if x > .5.

A rigid body of mass 1 and width .2 starts at rest with its center of mass a distance of .8

from the left of the domain. The domain is of length 2. The rigid body remains at rest

until the shock hits it, at which point it accelerates by virtue of the pressure difference.

The solid body continues to accelerate until it converges to a velocity of .927453,

which is precisely the interfacial velocity of the Sod Riemann problem. Figure 3.4
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shows snapshots of the pressure profile at various times through the simulation. For

comparison, results with the explicit method are shown in Figure 3.5. We also do a

convergence analysis of our method in Figure 3.6. The error in the position of the

rigid body is computed at time .9 from the highest resolution grid simulated, which

is 6401 grid cells. The convergence order of the error is estimated as 1.6.

It is interesting to consider this simple problem for a variety of density-to-mass

ratios. Figure 3.7(a) shows the velocity of the rigid body as a function of time for a

range of rigid body masses in the semi-implicit case. Figure 3.7(b) shows this in the

explicit case. We note that the explicit simulation struggles with high density-mass

ratios. In particular it appears as though the rigid body gains too much momentum

in a single time step, causing the fluid on the other side to over-compress, leading to a

very stiff oscillatory system, even though the time step obeyed CFL restrictions. We

show snapshots of the pressure profile of simulations with a light solid of mass .0001,

with semi-implicit and explicit schemes in Figure 3.8 and Figure 3.9, respectively.

Sod shock interacting with a fluid piston

We consider a similar problem, this time with solid wall boundary conditions and a

larger domain, with the initial discontinuity located at distance 1 from the left of the

domain. The rigid body has a mass of 1, width .2 and starts at rest with its center

of mass at 1.5 from the left of the domain. The domain is of length 3. The shock

imparts momentum to the rigid body which in turn compresses the fluid on its right.

This compressed fluid creates a high pressure region which pushes back on the solid,

in effect creating a “fluid spring.” This causes the rigid body to oscillate as shown

in Figure 3.10, which plots the position of the center of mass of the rigid solid as a

function of time. Figure 3.11 shows snapshots of the pressure profile at various times

through the simulation. For comparison, results with the explicit method are shown

in Figure 3.12. We also do a convergence analysis of our method in Figure 3.13.

The error in the position of the rigid body is computed at time 4s from the highest

resolution grid simulated, which is 6401 grid cells. The convergence order of the error

is estimated as 1.03.
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Figure 3.4: Semi-implicit simulation of a Sod shock hitting a rigid body of mass 1.
Pressure profile of the fluid is shown at various times through the simulation. The 1-D
rigid body is drawn as a blue line segment at the bottom of the plot, with pressure
inside the solid shown as a linear pressure profile. The simulation was done on a grid
of resolution 1601.
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Figure 3.5: Explicit simulation of a Sod shock hitting a rigid body of mass 1. Pressure
profile of the fluid is shown at various times through the simulation. The 1-D rigid
body is drawn as a blue line segment at the bottom of the plot, with pressure inside
the solid shown as a linear pressure profile. The simulation was done on a grid of
resolution 1601.
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Figure 3.6: Position error of the center of mass of a rigid body hit by a Sod shock,
as compared to a high-resolution simulation, at time .9s. We plot the log of the
relative error, as a function of the log of the resolution of the underlying grid. The
convergence rate is 1.6.
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(a) Semi-Implicit. (b) Explicit.

(c) Semi-Implicit symmetric positive-definite formula-
tion.

Figure 3.7: Velocity of a 1-D rigid body hit by a Sod shock, as a function of time.
Simulations were done on a grid of resolution 1601. All simulations were run with a
CFL number of .6, where the explicit simulation CFL is based on |u|±c and the semi-
implicit simulation was run with the CFL condition specified in Equation (2.3). The
explicit simulations grow increasingly unstable as mass tends to zero, giving unusable
results when mass reaches .0001 (these results are shown in Figure 3.9), and crashes
for lighter masses. As mass tends to zero, the momentum absorbed by the solid tends
to zero and the shock passes through the solid relatively unperturbed, and so the flat
line to which solid velocities appear to converge is in fact the post-shock velocity of
the fluid.
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Figure 3.8: Semi-implicit simulation of a Sod shock hitting a light solid of mass
.0001. Pressure profile of the fluid is shown at various times through the simulation.
The 1-D rigid body is drawn as a blue line segment at the bottom of the plot. The
simulation was done on a grid of resolution 1601. For this light mass, the post-shock
state remains practically undisturbed as very little momentum transfers to the solid.
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Figure 3.9: Explicit simulation of a Sod shock hitting a light solid of mass .0001.
Pressure profile of the fluid is shown at various times through the simulation. The 1-
D rigid body is drawn as a blue line segment at the bottom of the plot. The simulation
was done on a grid of resolution 1601. The CFL number for this simulation is .6, and
we use the standard compressible flow CFL, based on |u| ± c. Despite satisfying a
reasonable CFL time step restriction, a fully explicit simulation generates unstable
results, and even goes unstable and crashes for masses lighter than .0001.
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Figure 3.10: The position of the piston (Section 3.6.1) is plotted as a function of time.

Sod shock coupled with a mass-spring system

To conclude the one-dimensional examples, we consider the mass-spring system in-

teracting with a high pressure gas described in [1] in order to provide validation for

our approach against an analytic solution. The domain is of length 20, and a spring

is fixed to the right side of the domain which has a rest length of 1, a stiffness of 107,

no damping and a mass of 3. The fluid is given by

(ρ, p, ~u) = (4, 106, 0)

An outflow boundary condition is used for the left side of the domain. The spring

starts at rest length and is compressed by the gas. Figure 3.14 shows snapshots of the

pressure profile at various times through the simulation. The position of the moving

end of the spring as a function of time is shown in Figure 3.15(a), and a convergence

analysis in Figure 3.15(b). The error in the position of the free end of the spring is

computed at time .008, and is compared against the analytic solution provided in [1].

The convergence order of the error is estimated as 1.16.
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Figure 3.11: Semi-implicit simulation of a piston hit by a Sod shock, with closed-wall
boundary conditions on both sides. Pressure profile of the fluid is shown at various
times through the semi-implicit simulation. The 1-D rigid body is drawn as a blue
line segment at the bottom of the plot, with pressure inside the solid shown as a linear
pressure profile. The simulation was done on a grid of resolution 1601. The shock on
the left pushes the rigid body and compresses the fluid on the right into a small high
pressure pocket against the wall, which in turn pushes the rigid body back to the left.
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Figure 3.12: Explicit simulation of a piston hit by a Sod shock, with closed-wall
boundary conditions on both sides. Pressure profile of the fluid is shown at various
times through the explicit simulation. The 1-D rigid body is drawn as a blue line
segment at the bottom of the plot, with pressure inside the solid shown as a linear
pressure profile. The simulation was done on a grid of resolution 1601. The shock on
the left pushes the rigid body and compresses the fluid on the right to a very high
pressure against the wall, which in turn pushes the rigid body back to the left.
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Figure 3.13: Position error of the center of mass of the piston (Section 3.6.1), as
compared to a high-resolution simulation, at time 4s. We plot the log of the relative
error, as a function of the log of the resolution of the underlying grid. The convergence
rate is 1.03.
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Figure 3.14: Semi-implicit simulation of a 1-D mass-spring system hit by a Sod shock
wave. Pressure profile of the fluid is shown at various times through the semi-implicit
simulation. The mass-spring system is drawn as a blue line segment at the bottom of
the plot. The simulation was done on a grid of resolution 1601. Note the formation
of a spontaneous shock wave.
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3.6.2 Two-dimensional validation

In this section we validate our method for the multidimensional case, and briefly

describe a symmetric positive-definite reformulation of the Equation (3.18). We con-

sider interactions with both rigid and deformable solids. A second order ENO scheme

was used along with an advection-based CFL number of .6.

Rigid Cylinder lift-off

This example, which is suggested by [7, 16, 1], examines the interaction of a Mach 3

shock with a rigid cylinder initially at rest on the floor of a rectangular channel. The

cylinder is lifted by the shock, due to an asymmetric reflection of the incident wave.

The test domain is 1× .2, with the initial shock front positioned at .08 from the left

boundary and the remaining domain is filled with the gas at pressure 1 and density

1.4. The top and bottom of the domains are rigid walls, the left boundary is fixed

to be the post shock state and an outflow boundary condition is used for the right

boundary. The cylinder has a density of 10.77, a radius of .05 and is initially located

at (.15, .05). Figure 3.16 shows the snapshot of the simulation for a selection of times.

Our results compare favorably to those shown in [1], and converges at a rate of .93.

Deforming cylinder lift-off

This example is similar to the one described above (in Section 3.6.2), except that the

rigid cylinder is replaced by a deformable mass-spring system with 222 triangles, and

edge- and altitude-springs with a stiffness of .3. The density of the sphere is 10.77,

has a radius of .05 and the center of mass is initially located at (.15, .05). Figure 3.17

shows snapshots of the simulation for a selection of times. As the shock front passes

through the deforming body, it dissipates, scatters and is partially absorbed by the

body. The example converges at a rate of .99.

Heavy deforming cylinder lift-off

We next consider a heavy deforming cylinder, in the same setup as described in

Section 3.6.2 and Section 3.6.2 above. In this case, the cylinder matches the cylinder
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from Section 3.6.2, except the density is set to 100. As the body absorbs the shock

wave, it compresses and delays the shock. Some of the shock is reflected, but most of

the shock passes through the cylinder. Figure 3.18 shows snapshots of the simulation

at a selection of times. The example converges at a rate of 1.01.

Shock traveling down a deformable tube

This example is similar to the inflatable bladder examples suggested in [1] and [9] in

which a shock wave travels through a deformable tube causing large deformation of the

walls. Our results are shown in Figure 3.19. We also do a convergence analysis of our

method in Figure 3.20. The error in the position of a particle on the deformable tube

is computed at time .00049s (which is the approximate time of maximum deformation

of that particle in the highest resolution simulation) from the highest resolution grid

simulated, which is 800×600 grid cells. The convergence order of the error is estimated

as 1.18.

Symmetric positive-definite reformulation

Our numerical method is symmetric, but not positive-definite. Recent developments

in [41] discuss a modification of the implicit coupling methodology for incompressible

flow by separating out the coupling forces as implicit variables λ (similar to immersed

boundary methods), decomposing the symmetric damping force into D = CTC and

solving for V̂s = CV n+1
s . The symmetric positive-definite system they obtain can be

modified for compressible flow in a manner similar to Section 3.4.1 to obtain


V

∆t2ρc2
I + ĜTβ−1Ĝ −ĜTβ−1KT 0

−Kβ−1Ĝ K(β−1 +WM−1W T )KT KWM−1CT

0 CM−1W TKT I + CM−1CT


 p̃

λ

V̂s

 =


V

∆t2ρc2
p̃a + ĜTu?

KWV ?
s −Ku?

CV ?
s

,
(3.21)

where Ĝ and −ĜT are the volume weighted gradient and divergence operators respec-

tively, β is the diagonal matrix of fluid dual cell masses, and KT is the matrix of 1s

and 0s mapping λ to the appropriate fluid velocity scalars (see [41] for more details).



CHAPTER 3. IMPLICIT COMPRESSIBLE FLOWAND STRUCTURE COUPLING66

Note that in order to avoid confusion in notation we renamed a few operators. In

particular W and J in [41] correspond to the K and W we use here, respectively.

This system is both symmetric and positive-definite. We demonstrate the viability of

this modified method in another example, where we’ve replaced the implicit coupled

solve with Equation (3.21). Our example is similar to the example in Section 3.6.2

except that the sphere is replaced with a diamond whose major axis is of length .1

and minor axis is of length .025. The diamond begins rotated by π/4, with a center

of mass at (.15, .04). Snapshots of the resulting simulation are shown in Figure 3.21.

The convergence analysis for this example is shown in Figure 3.22 which estimates

the convergence order of the error as .84.

3.7 Conclusions and future work

We have presented a first order method which implicitly couples compressible flow

with solid bodies with arbitrary constitutive models. We show that this method is

robust, numerically conservative, and avoids the numerical instabilities which compa-

rable explicit methods suffer from in the presence of high density-to-mass ratios. The

same methodology can be applied to reformulate our implicit system into a symmetric

positive-definite system.

There are several interesting avenues of future work which we wish to explore.

Given the promising results which arise from handling fluid-structure interactions

implicitly, we believe that an alternative approach would split the fluid flux along

Riemann invariants–rather than by pressure–and solve for the Riemann invariant

which interacts with the solid implicitly. Our method also relies on the assumption

that the solid has some thickness where ghost cells can be filled, and we believe

that the method can be made to work for thin shell structures (such as parachutes).

Given the utility of the scheme proposed in 2 in handling fluid-structure interactions,

it becomes imperative to address the issues of that original scheme. In particular,

the implicit component of the method is overly centrally-differenced, which tends to

introduce Gibbs phenomena at shocks. It would be better to add upwind biasing,

although it is unclear how to do so.
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(a) Position of the free end of the spring, as a function of time.

(b) Position error for the left-most side of the mass-spring system, as com-
pared to the analytic solution provided in [1], at time .008s. We plot the
log of the relative error, as a function of the log of the resolution of the
underlying grid. The convergence rate is 1.16.

Figure 3.15: 1-D mass-spring system hit by a Sod shock wave.
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(d) Position error of the center of mass of the cylinder hit by
a planar shock, as compared to a high-resolution simulation,
at time t = .15s, with a convergence of .96.

Figure 3.16: Pressure contours for semi-implicit simulation of rigid cylinder lift off
are shown at t = 0, t = .164 and t = .301. The simulation is run with a CFL number
of .6, using the CFL restriction discussed in Equation 2.3.
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(d) Position error of the center of mass of the deformable
cylinder hit by a planar shock, as compared to a high-
resolution simulation, at time t = .15s. We plot the log of
the relative error, as a function of the log of the resolution
of the underlying grid. The convergence rate is .99.

Figure 3.17: Pressure contours for semi-implicit simulation of deformable cylinder lift
off are shown at t = 0, t = .164 and t = .301. The simulation is run with a CFL
number of .6, using the CFL restriction discussed in Equation 2.3.
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(d) Position error of the center of mass of the heavy de-
formable cylinder hit by a planar shock, as compared to a
high-resolution simulation, at time t = .15s. We plot the log
of the relative error, as a function of the log of the resolution
of the underlying grid. The convergence rate is 1.01.

Figure 3.18: Pressure contours for semi-implicit simulation of deformable cylinder lift
off are shown at t = 0, t = .164 and t = .301. The simulation is run with a CFL
number of .6, using the CFL restriction discussed in Equation 2.3.
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Figure 3.19: A planar shock travels down a deformable bladder. Shown are the
velocity field of the fluid in green and the velocities of the deformable nodes in red at
times t = .0001, t = .0002, t = .0003, t = .0004, t = .0005 and t = .0006.
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Figure 3.20: Position error of the position of a particle on the deformable tube hit by
a planar shock, as compared to a high-resolution simulation, at time .00049s. We plot
the log of the relative error, as a function of the log of the resolution of the underlying
grid. The convergence rate is 1.18.
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Figure 3.21: A diamond is hit by a planar shock, and then collides with the top of the
channel. Shown are pressure contours at t = 0, t = .04, t = .08, t = .16 and t = .2.
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Figure 3.22: Position error of the center of mass of the diamond hit by a planar
shock, as compared to a high-resolution simulation, at time .15s. We plot the log of
the relative error, as a function of the log of the resolution of the underlying grid.
The convergence rate is .84.



Chapter 4

Integrating Shock Wave Dynamics

into Smoke Simulations

We propose a practical approach to integrating shock wave dynamics into traditional

smoke simulations. Previous methods either simplify away the compressible com-

ponent of the flow and are unable to capture shock fronts or use a prohibitively

expensive explicit method that limits the time step of the simulation long after the

relevant shock waves and rarefactions have left the domain. Instead, we employ a

semi-implicit formulation of Euler’s equations, which allows us to take time steps

on the order of the fluid velocity (ignoring the more stringent acoustic wave-speed

restrictions) and avoids the expensive characteristic decomposition typically required

of compressible flow solvers. We also propose an extension to Euler’s equations to

model combustion of fuel in explosions. The flow is two-way coupled with rigid and

deformable solid bodies, treating the solid-fluid interface effects implicitly in a pro-

jection step by enforcing a velocity boundary condition on the fluid and integrating

pressure forces along the solid surface. As we handle the acoustic fluid effects im-

plicitly, we can artificially drive the sound speed c of the fluid to ∞ without going

unstable or driving the time step to zero. This permits the fluid to transition from

compressible flow to the far more tractable incompressible flow regime once the inter-

esting compressible flow phenomena (such as shocks) have left the domain of interest,

and allows the use of state-of-the-art smoke simulation techniques.

75
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Figure 4.1: A charge is detonated near a deformable ball. The ball compresses and
bounces off the ground as it interacts with the shock. The soot heats up near the
shock front and emits blackbody radiation. This was solved on a 150 × 100 × 100
grid.

4.1 Introduction

Shock waves have had a deep and varied impact across multiple disciplines within

the graphics community. The solids community, for example, has put significant ef-

fort into capturing the destructive effect that blasts have on rigid bodies, realistically

fracturing [35, 36] and generating interesting small-scale debris and dust [22]. Un-

fortunately, these methods suffer from an over-simplified model of the blast itself,

making them useful only in the very limited venue where the dynamic effect of the

fluid is negligible.

In the fluids community focus has been more on modeling the after-effects of

an explosion, e.g. the smoke plumes of [17, 50, 14]. A few papers have simulated

phenomena related to the explosion itself. For example [40, 54, 15, 21, 19, 26] modify

the incompressible flow equations in various ways, such as by adding a divergence term

to approximate the expansion due to chemical reactions. These generate fantastic

fireball-style effects, but are held back by the underlying modeling assumptions. In

particular, by simulating the fluid as incompressible they discard the compression

waves and the potentially dramatic effects therein–such as shocks.
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In order to capture the physics that drive shock waves, we must instead consider

the compressible Euler equations, as done in [59, 46, 45]. The equations which drive

the fluid flow naturally yield the information necessary to generate physically accu-

rate shock waves, albeit at a significantly increased computational cost. Compressible

flows require conservative advection schemes such as ENO-Roe [47] in order to capture

shocks at the correct speeds and properly account for the highly non-linear, discon-

tinuous nature of compressible flow. This excludes the fast schemes typically used

for incompressible simulation, such as semi-Lagrangian, BFECC or MacCormack ad-

vection [50, 6, 28, 43]. Moreover, the time step of a compressible flow simulation is

constrained by the sound speed c in addition to bulk velocity; this severe restriction

is necessary to properly resolve the shock wave and related phenomena, but is unduly

limiting once these effects have left the domain of interest.

Shock and other compressible flow phenomena impose small time steps and there-

fore require a large amount of computational effort to simulate a mere fraction of a

second. Other authors who have carried out these types of simulations show shocks

moving around (in slow motion) etc., and stop their simulations/video after a short

time. If they would have continued simulating, one would see more of the same,

shocks moving, etc. for a few more fractions of a second. In the real world these

shocks eventually dissipate as do the effects of compressibility, leading eventually to

a plume type structure more representative of smoke and fire - governed more appro-

priately by incompressible flow. It is computationally infeasible for existing methods

to simulate what happens to a flow field over 5-10 seconds when a large amount of

computational resources are needed to advance a fraction of a millisecond.

Instead we propose to transition the flow from compressible to fully incompressible

by sending c → ∞. Non-physically driving the sound speed to ∞ accelerates the

behavior of the fluid in order to obtain incompressible style flow phenomena such

as rolling and plumes much quicker than one would otherwise attain. Any explicit

method would have its time step driven to zero as the sound speed is driven to ∞,

and therefore would not make any progress towards the incompressible flow behavior

we are after. Thus our semi-implicit method disucussed in chapter 2 lends itself well

to this approach as the formulation naturally yields the Godunov splitting methods
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Figure 4.2: A planar shock enters an enclosed domain and disrupts a stack of rigid
bodies. It reflects off of the back wall, hits the stack of objects again, and exits the
domain. Times .0011s, .0018s, .003s, .0043s and .0053s are shown. The grid size is
225× 150× 150.

intrinsic to incompressible flow. Once the flow is fully incompressible, there are

many mature simulation techniques that can be used to enhance the visual fidelity

and speed of traditional smoke simulations. Vorticity confinement [51] and vortex

particles [44] help to reduce the numerical viscosity introduced by fast, low-order

advection schemes. Non-uniform mesh refinement techniques such as Octrees [33]

and RLE [20] grids permit faster simulations by discarding information away from

the area of interest.

One of the main contribution of our paper is the ability to show both the initial

states of the explosion including shock waves along with the long time behavior of

rolling plumes and other incompressible flow effects. To the best of our knowledge this

has not been previously addressed and other authors merely stop their simulations

after shocks have moved around a little bit.

4.2 Flow Regime Transition

One drawback of existing methods is that the small time steps required for simulation,

coupled with the complexity of simulating compressible flow, result in simulations that

are relatively short. Shock waves travel across the domain and a tiny plume starts to

form, just before the simulation ends. Obviously, transitioning from compressible to

incompressible flow allows one to take bigger time steps and show more of the inter-

esting incompressible flow-style smoke effects which persist long after the shocks have

exited the domain. Simply initializing an incompressible flow from the output of a

compressible flow simulation leads to significant velocity discontinuities and unusable
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Figure 4.3: A charge is detonated within a small four-walled chamber at t = 0. Shown
on the left is a smoke plume at t = 0.04s, and on the right its development, at times
.005s, .02s, .03s and .115s. This was solved on a 200× 300× 200 grid.

results as the compressible flow velocities can be far from divergence-free. Therefore

one needs a smooth transition, which can be achieved by sending c → ∞. Unfortu-

nately when using an explicit time step, pushing c to ∞ drives the time step to zero

and no progress can be made whatsoever. This is not a concern for a semi-implicit

method.

As c→∞, the EOS decouples entirely from the solve and the pressure evolution

equation becomes ∇ · ~u = 0, which is exactly incompressibility. This in turn decou-

ples E from the simulation, and sends ∇ · (ρ~u) → ~u · ∇ρ, giving the more familiar

advection equations that drive incompressible flow. Substituting the density equation

Figure 4.4: A shock interacts with a light wall (left) and a heavy wall (right) respec-
tively, at t = 0.316s. Note how the shock passes through the light wall, and strongly
reflects off of the heavy wall. The grid resolution is 225× 150× 150.
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into the momentum equation (see equation (3.1)) and taking into account the above

simplifications gives: ~ut + ~u · ∇~u+ ∇p
ρ

= 0

∇ · ~u = 0
(4.1)

It remains, then, to chose how to send c → ∞. When a flow becomes incom-

pressible it forcibly damps out discontinuities such as shock waves, potentially caus-

ing drastic changes in the flow field. Consider the speed of a shock U , given for a

gamma-law gas [31] as

U =

(
1 +

γ + 1

2γ

p1 − p0

p0

) 1
2

cEOS, (4.2)

where cEOS is the sound speed as determined by the EOS (as opposed to c, which

we artificially accelerate). By artificially driving c → ∞ over an interval of time

(ts, tf ), we force shock waves to travel faster and faster, effectively dispersing them

before going fully incompressible. Equation (3.18) only contains (1/c) terms, so it is

more convenient numerically to send this term to 0. A näıve approach might linearly

interpolate between 1/cEOS and 0, however this simply does not accelerate the sound

speed sufficiently fast, being only a 10× amplification by the time we are 90% through

the transition. Experimentally, we found however that

(1/c)(t) =
1

cEOS

(
1− t− ts

tf − ts

)3

(4.3)

gives reasonable results. Note that since we are handling the acoustic component

of the flow implicitly, this artificial acceleration of shock waves does not affect the

stability of our method.

Once the flow has fully transitioned, we can switch to using a traditional incom-

pressible flow solver and take advantage of the rich body of literature which has been

invested in making fast, visually stunning smoke simulations.

As we artificially change c during our transition, the EOS pressure becomes in-

creasingly inaccurate estimate of pn. One could alleviate this by keeping the pressure
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Figure 4.5: A charge is detonated within a small four-walled chamber with a fragile
wall at t = 0. Shown on the left is a smoke plume at t = 0.04s, and on the right its
development, at times .005s, .02s, .03s and .115s. This was solved on a 200×300×200
grid.

from the previous time step rather than reinitializing pn, however this choice does not

appear to have any effect on the flow, likely because the contribution from pn vanishes

rapidly, disappearing entirely from the governing equations in the limit. Instead we

prefer to reinitialize pn from the EOS until the flow is fully transitioned.

4.3 Combustion

The method described above models compressible flow and the related non-linear

phenomena like shocks. However, a lot of visual detail in explosions also comes from

chemical reactions due to burning of fuel. We follow an approach similar to [15] for

modeling combustion. We track fuel in the domain by using a passively advected

scalar fuel field F , defined as the fraction of mass in the cell that is fuel, using

Ft + ~u · ∇F = SF , (4.4)

where SF denotes the source terms. If the temperature at a cell i is greater than

the ignition point TI of the fuel, the fuel will burn at a specified rate b, i.e. SF (i) =
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Figure 4.6: A charge detonates, fracturing a fragile wall. Shown are t = .0005s,
t = .0010s, t = .0015s, t = .0020s, t = .0040s.

−b/ρ for a cell with temperature greater than TI and 0 otherwise. The burning fuel

generates heat at a rate given by rhb, where rh is the calorific value of the fuel. This

generation of heat is easily accounted for in Euler’s equations by adding rhb as an

energy source term to the right-hand side of the bottom row of Equation (3.1). Note

that this source term will increase the internal energy/temperature of the compressible

fluid, which will in turn increase pressure causing an expansion. This phenomena was

modeled in [15] by adding an artificial divergence to their incompressible flow solver

yielding impressive results; however, our semi-implicit compressible flow formulation

allows us to model this expansion due to burning fuel in a more physical manner.

Another secondary effect of burning fuel is the generation of carbon particles or

soot. We model soot by tracking the soot field C, defined as the fraction of mass in

the cell that is soot, via

Ct + ~u · ∇C = Sc, (4.5)

where Sc denotes the source terms. The soot generated by burning fuel can be modeled

by setting Sc = rcb/ρ, where rc denotes the mass of soot produced per unit mass of

fuel burnt. We initialize both the soot and fuel to be non-zero at the detonation site

and zero everywhere else. Note that ρC is the total soot in a control volume, ρF is

the total fuel and ρ(1− C − F ) is air.

4.4 Fracture

Our stable, two-way, strongly coupled methodology lends itself naturally to comput-

ing explosive phenomena like fracture. Like [59], we have access to the pressure forces

(computed as W TBAfp
n+1), which can then be plugged into existing fracture codes
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such as the one proposed in [52] to produce visually stunning special effects. We

demonstrate this by incorporating said fracture framework, which uses fracture pat-

terns, a threshold and a point of impact to break an object into debris. One could

designate the point of impact by searching through the fluid faces coupled to a given

solid and choosing the face whose pressure force is maximized. However, as our ge-

ometries are simple, we simply cast a ray back along the direction of force and use

that intersection with the body surface as the point of impact.

4.5 Rendering

Soot and Heat: We use a standard volumetric smoke rendering [14] algorithm for

the visualization of soot. The soot also emits light with intensity proportional to its

density, and color given by blackbody radiation.

Figure 4.7: Smoke plumes which result from a detonation within an enclosed chamber
(left), and from a detonation within a chamber whose front left wall is fragile (right).

Figure 4.8: The 1945 Trinity Test, simulated on a 200× 100× 200 grid.
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Figure 4.9: A cannonball is accelerated by an explosion in the barrel of the cannon.
It reaches a super-sonic speed of 1500 m/s, and generates a secondary shock wave as
it compresses the air in front of it. The grid resolution is 300× 120× 120.

Shock Fronts: Shocks are detected in the flow field by examining |∇p| and noting

any location where the gradient is above some threshold to be the location of a shock

front. They are then used to refract light (as in [59]), using ∇p/|∇p| as the surface

normal and bending rays according to the difference in refraction index η across the

shock front. This effect can have a dramatic visual effect on the simulation, as in

Figure 4.8 where the strength of a nuclear explosion bends light significantly. In a

more typical scenario, The effect is subtle but distinct (as seen in Figure 4.1). We

further enhance the visual impact of the shock by adding a blue emittance which

scales with |∇p|, demonstrated in Figure 4.2.

4.6 Results

We simulate air as an ideal gas with γ = 1.4, with a rest state temperature of

Tatm = 290 K, zero initial velocity, and pressure of patm = 1.01325 × 105 Pa, or

atmospheric pressure. This gives a fluid of density ρ = 1.4 kg/m3, comparable to that

of air. Unless otherwise noted we initialize a shock by instantaneously depositing a

high internal energy into an initial blast location, corresponding to a temperature of
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10 × Tatm and pressure 103 × patm. Boundary conditions are set to be atmospheric,

permitting shocks to smoothly flow out of the domain.

All of our simulation are run with second order ENO [47] and third order Runge-

Kutta. The examples took between 30 minutes to several hours on our unoptimzied

research code with a lot of I/O. For the purposes of comparison we set up a simulation

similar to Figure 11 in [45] and Figure 2 in [59]. The explicit version of our code ran

in 4 minutes and 24 seconds and the semi-implicit one in 3 minutes 11 seconds, which

is comparable to the numbers reported in [45]. Even though the semi-implicit method

was faster, if one only cares about the short time simulations with no rolling smoke,

etc, explicit methods are just fine.

Trinity Test: Figure 4.8 shows a simulation of the trinity test of 1945, which

we model by depositing an initial temperature of 2.62497 × 108 K and pressure of

9.41831× 1010 Pa into an initial blast of radius 6.5 m. This corresponds to approxi-

mately 90 KJ worth of internal energy being introduced to the simulation.

Enclosed Detonation: We show in Figure 4.3 a detonation that goes off in an

enclosed blast chamber composed of four massive walls, as suggested by [45]. The

detonation drives air out the top of the chamber and through the small openings at

the four corners. After the initial shock waves exit the domain, we transition the

flow from compressible to incompressible over the time interval t ∈ (.15, .16), and

simulate the resulting smoke plume using a traditional incompressible flow solver,

incorporating vorticity confinement.

Shock Hitting Smoke: Transitioning from incompressible flow to compressible

flow is a relatively easy task, and can be done by setting ρ, T and p to their atmo-

spheric values at the time of transition. To show this we create a smoke plume and

then hit it with a shock wave. The results are shown in Figure 4.10. The smoke plume

is driven by buoyancy dynamics, but as the effects of buoyancy are vanishingly small

in the time scale of the shock wave we neglect them while the flow is compressible.

Shock Affecting a Light/Heavy Solid: In Figure 4.4 we show a shock inter-

acting with a heavy object, and a shock interacting with a light object. The shock

mostly reflects off of the heavy object, generating a strong secondary shock that re-

flects off the wall. The light object instead absorbs most of the shock wave, rather
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than reflecting it. Once the light object collides with the static right wall, it creates

a secondary shock due to the sudden change in velocity.

Shock Driving a Stack of Rigid Bodies: Figure 4.2 shows a planar shock

wave interacting with a stack of rigid bodies, reflecting off of a wall, and hitting them

again before exiting the domain.

Shock Interacting with a Deformable Body: The two-way coupling tech-

nique we use is quite general, and works with deformable bodies with arbitrary con-

stitutive models in addition to the rigid bodies shown above. Figure 4.1 shows a

shock interacting with a deformable ball which is modeled as a mass-spring system.

It has 21528 elements, edge springs with k = 104 N/m, and we use altitude springs

with k = 104 N/m.

Enclosed Detonation with a Fragile Wall: The two-way coupled effects of

interacting solids and fluids are demonstrated in Figure 4.5 and Figure 4.6, where one

of the walls from Figure 4.3 is replaced with a light wall that fractures as a result

of pressure forces. The resulting smoke plumes are compared in Figure 4.7. After

the initial shock waves exit the domain, we transition the flow from compressible

to incompressible over the time interval t ∈ (.15, .16), and simulate the resulting

smoke plume using a traditional incompressible flow solver, incorporating vorticity

confinement.

Cannon Fired at a Bunny: In Figure 4.9 we use an explosive charge to fire

a cannonball at an unsuspecting bunny. The cannonball is initially at rest in the

chamber of the cannon, creating a seal separating the high-energy blast charge from

the outside air. This charge is detonated at t = 0 and accelerates the cannonball to a

velocity over 1.5km/s. As the cannonball exits the barrel it is followed by a dynamic,

automatically-generated cloud of soot, fuel and fire.

4.7 Conclusions

We present a novel approach to incorporate the ability to handle both the initial

states of an explosion (including shock waves) along with the long time behavior
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Figure 4.10: After a smoke plume develops, it is hit by a planar shock. Times shown
are .83s, 1.67s, 2.0835s, 2.0836s, 2.0838s. The grid resolution is 512× 256× 256.

of rolling plumes and other incompressible flow effects. Our method handles com-

pressible flow in a semi-implicit manner, permitting the fast and stable simulation

of complex dynamical phenomena, including shock waves and combustion. It sup-

ports two-way coupled interactions in a way that permits the integration of complex

solid-fluid interactions such as fracture.
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