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Fig. 1. The LaMPost interface. The system augments a typical browser-based email editor with three AI-powered features: (lef) 
users can generate an outline of the email’s main ideas (a) with the option for a related subject line (b); (center) users can generate 
suggestions for possible changes to a selected passage, and (right) users can generate rewriten text for a selected passage based on a 
human- or machine-writen instruction. 

Prior work has explored the writing challenges experienced by people with dyslexia, and the potential for new spelling, grammar, and 

word retrieval technologies to address these challenges. However, the capabilities for natural language generation demonstrated by 

the latest class of large language models (LLMs) highlight an opportunity to explore new forms of human-AI writing support tools. In 

this paper, we introduce LaMPost, a prototype email-writing interface that explores the potential for LLMs to power writing support 
tools that address the varied needs of people with dyslexia. LaMPost draws from our understanding of these needs and introduces 
novel AI-powered features for email-writing, including: outlining main ideas, generating a subject line, suggesting changes, rewriting 

a selection. We evaluated LaMPost with 19 adults with dyslexia, identifying many promising routes for further exploration (including 

the popularity of the “rewrite” and “subject line” features), but also fnding that the current generation of LLMs may not surpass 
the accuracy and quality thresholds required to meet the needs of writers with dyslexia. Surprisingly, we found that participants’ 
awareness of the AI had no efect on their perception of the system, nor on their feelings of autonomy, expression, and self-efcacy 

when writing emails. Our fndings yield further insight into the benefts and drawbacks of using LLMs as writing support for adults 
with dyslexia and provide a foundation to build upon in future research. 
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1 INTRODUCTION 

Dyslexia refers to a cluster of symptoms that result in challenges with word recognition, reading fuency, spelling, and 

writing that impacts up to 20% of the population [1, 32, 59]. While some adults with dyslexia may learn and adopt 
compensatory strategies for reading difculties over time [39, 42, 44], the combination of reading, comprehension, and 

planning skills required to carry out writing tasks may lead to on-going difculties [42, 55]. In addition to low-level 
obstacles such as spelling and grammar, writers with dyslexia report a variety of high-level challenges (e.g.. [13, 42, 47]), 
such as ordering and expressing their ideas, choosing language to match their desired tone, and writing with clarity and 

precision. To overcome these obstacles, they report using a variety of strategies—such as speech-to-text tools to dictate 

ideas, templates to match style, and revising feedback from friends and family—but these can add further complexity 

and time to their writing process [13, 46]. 
Prior work in accessibility has explored a number of approaches to overcome the reading challenges associated with 

dyslexia, such as experimenting with various forms of text presentation [19, 50]) and synonym substitution for complex 

words [51]. However, work targeting dyslexia’s associated writing challenges has primarily focused on low-level 
interventions, including automatic suggestions to support word retrieval [37, 41, 49] and specialized spellcheck tools 
(e.g., [37, 45, 52, 66]). AI-based eforts, when present, have continued this thread; for example, Wu et al. evaluated 

a dyslexia-tuned Neural Machine Translation model for spelling and grammar support on social media posts [66]. 
However, tools that can lend support to people with dyslexia for important high-level aspects of writing—such as 
organization, expression, and voice—are absent from accessibility literature. This gap highlights an opportunity to 

explore the potential for AI-powered writing support tools that use state-of-the-art neural language models. 
Neural language models are neural networks that are trained to predict the next word in a sequence given the 

previous words. We use “large language models,” or LLMs, to refer to the recent class of neural language models (e.g., 
GPT-3 [7]) that have been trained using the Transformer neural architecture [64] and are capable of generating long 

passages of text that human evaluators perceive as human-written [15]. With few-shot learning to enable controllable 

text generation, LLMs hold potential to drive new technologies that bolster written expression [69]. This functionality 

may provide signifcant value to writers with dyslexia by alleviating common difculties and simplifying their existing 

workfow, but questions arise over the correct approach for their implementation. For example, although automatic 
text generation could help some writers with dyslexia to conquer their “fear of the blank page” [47], machine-powered 

writing may raise concerns over the authors’ control and autonomy in the writing process [27]. 
In this paper, we introduce LaMPost, an LLM-based prototype to support adults with dyslexia with writing emails. 

LaMPost implements LaMDA [60], an LLM for dialog applications, to augment a standard email editor with AI-powered 

outlining, subject generation, suggestion, and rewriting features. We evaluated LaMPost with 19 adult participants with 

dyslexia. Our fndings indicate enthusiasm among this demographic for high-level writing support features, including 

rewriting passages in a particular tone or style (e.g., “more formal”, “more concise”) and generating summative content 
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such as subject lines based on an email’s body. However, we also found that accuracy and quality issues in the current 
generation of LLMs present obstacles to a reliable and trustworthy writing-support experience. Further, efectively 

utilizing LLMs for writers with dyslexia may require HCI innovations to manage tradeofs, such as autonomy vs. 

cognitive load and personalization vs. privacy. Knowledge that our writing-support tool contained AI did not have a 

signifcant efect on participants’ perception of the system and written work. Our fndings highlight opportunities and 

challenges of AI-assisted writing support for people with dyslexia and provide a foundation for future work as the 

capabilities of generative language models—and our understanding of their risks and trade-ofs—mature. 

2 RELATED WORK 

Our research is informed by and builds upon: work on dyslexia and associated writing challenges, prior accessibility 

research with this population, and AI-assisted writing tools. 

2.1 Writers with Dyslexia 

Dyslexia is a multifaceted condition characterized by difculties with word recognition, reading fuency, spelling, and/or 
writing [59]. According to van Schaik [63], the complete defnition of dyslexia varies according to the lens studying 

it. Through a medical lens, dyslexia is defned as a cognitive defciency that is associated with persistent difculties 
with reading, spelling, short-term/working memory, and day-to-day organization (e.g., [13, 24]). Through a lens of 
neurodiversity, however, dyslexia is defned by heightened spatial and perceptual abilities, interconnected and dynamic 
reasoning, and narrative and holistic thinking—alongside commonly defned defcits [4]. Critical scholars defne dyslexia 

as a person’s failure to meet the socially constructed expectations of timelines, literacy, and communication that are 

embedded in one’s broader social and cultural context [17, 29]. While dyslexia impacts up to 20% of the population [1], 
structural disparities including gender, class, and race [42, 63] cause many cases to go undiagnosed—leading many to 

be unaware of the cause of their reading and writing difculties. 
While many dyslexia-related challenges remain into adulthood [8], individuals with dyslexia may learn and adopt 

compensatory strategies for reading difculties over time [39, 42, 44]. Although reading may still prove challenging, 
some adults with dyslexia report that writing tasks tend to provide their greatest difculties [42, 55]. Writing challenges 
are wide-ranging, but some are commonly reported [13, 18, 42, 47, 61]: on a high level (overall plan and structure), 
these include organizing and expressing one’s thoughts, structuring and ordering ideas, and overcoming a “fear of the 

blank page” [47]. At a lower level (sentence and word), challenges can include word retrieval, sentence composition, 
appropriate tone and concision, grammar, spelling, punctuation, and proofreading. As with reading, writers with 

dyslexia may adopt strategies to assist in their writing—such as preferred spell-checkers, text-to-speech and dictation 

software, and support from friends and family—but these can add complexity and time to their writing process [13, 46]. 
In this paper, we contribute fndings regarding the needs and challenges experienced by adults with dyslexia in 

email-writing, and we explore how these might be addressed with AI interventions. 

2.2 Dyslexia & Accessible Technology Design 

Because text readability is impacted by the visual display of text, researchers have explored how to alleviate reading 

challenges through text presentation, such as typography choices [50], word segmentation [3], background colors [53], 
and increased font size and margin space [19, 54]. To support reading comprehension, one promising approach involves 
text simplifcation [49]. Rello et al. [51] found promising results among readers with dyslexia when displaying basic 
synonyms alongside complex words, although readers struggled when a simpler word was substituted automatically. In 

3 



ASSETS ’22, October 23–26, 2022, Athens, Greece Goodman, et al. 

a study of web searchers with dyslexia [41], participants sought pages utilizing multimedia whilst containing minimal 
visual clutter and large text blocks (preferring headings and bullets instead). In the design of our email-writing prototype, 
we draw from elements of this body of work to address usability challenges—including guidelines for text presentation 

and visual clutter—and explore text simplifcation as a form of writing support. 
Work in accessibility targeting writers with dyslexia has primarily focused on low-level interventions, such as 

specialized spellcheck tools (e.g., [37, 45, 52, 66]). While common spellcheck tools provide value to this population, 
specialized versions are motivated by the high occurrence of "real word" errors (e.g., “hear” and “here”) among people 

with dyslexia that most common tools cannot recognize [45, 52]. Text suggestions can also provide value when writing 

to overcome word retrieval difculties [37, 41, 49]. PoliSpell [37] was an early attempt to design a spellcheck and 

autocomplete tool for people with dyslexia, but it was never evaluated. Wu et al. examined the experience of writers 
with dyslexia on social media, fnding challenges associated with not only the writing task, but concerns over social 
self-presentation [55]—and used their results to build a dyslexia-tuned Neural Machine Translation model for spelling 

and grammar support on Facebook posts [66]. 
So far, accessibility researchers have not explored the high-level challenges associated with dyslexia during text 

construction, nor have they begun exploring AI-powered solutions to these challenges—a gap our work aims to address. 

2.3 Large Language Models 

The most recent class of large language models such as GPT-3 [7] demonstrate signifcant advances in natural language 

generation. At their core, these models have a simple API: given a string of text, known as a prompt [55], they return 

plausible continuations for that string. For example: 

prompt: A healthy lunch includes 
language model: fruits, vegetables, protein, and whole grains. 

Prompts can also be written with exemplars of a desired response, such that the model ends up performing a specifc task 

by continuing the text. In this way, they are capable of few-shot learning [7] which is shown to be more accurate than 

the zero-shot example above [71]. This example prompts the language model for a piece of clothing and an accessory to 

plan for the weather: 

prompt: When it’s sunny, I need: 
shorts and sunscreen 

When it’s raining, I need: 
rain boots and an umbrella 

When it’s snowing, I need: 
language model: mittens and a shovel 

Researchers have begun exploring many end-user facing applications powered by LLMs, including chatbots and 

conversational agents [68], code generation [2, 14, 70], creative writing [16, 28, 69], and even accessibility applications 
such as keystroke-saving abbreviations expansions to accelerate eye-gaze typing by users with motor disabilities [10]. 

While LLMs exhibit impressive performance on many tasks and have many potential applications, these models also 

have drawbacks. Of particular note is that such models risk generating factually incorrect, ofensive, or stereotyped 

text since they are trained on content from the internet [5, 65]. “Memorization” (e.g., regurgitating existing text rather 
than producing novel content) is also a risk of current LLMs [12]. The risks of erroneous or inappropriate output from 

LLMs carry additional ethical challenges when embedded in systems used by vulnerable audiences, such as users with 
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dyslexia, who may experience challenges in interpreting the output’s quality [25, 40]. Mitigating the risks associated 

with LLMs is an active area of research; for example, LaMDA (the LLM underpinning LaMPost) uses fne-tuning to 

improve model safety [60]. 

2.4 AI-Assisted Writing 

Human-AI co-creation in the writing domain (for general audiences) has been widely studied, and applications such as 
Gmail’s Smart Reply feature [35] have already been deployed to massive audiences. Buschek et. al. [9] explored the 

impact of multiple suggested text continuations when writing emails, fnding benefts to ideation at the cost of writing 

speed. Gero et. al. [26, 27] studied automatic synonym and metaphor generation and found both features enabled 

greater expression during the writer’s process, but questions arose over autonomy and ownership over the produced 

text [27]. Further questions arise over how the algorithms powering these systems should be presented to the user, as 
users’ perceptions toward an AI system and desire to use it can be impacted by this choice of presentation [33, 36]. We 

explore these questions further in this work. 
Wordcraft [16, 69] explored LLMs incorporated into the writing process: users collaborate with the model to write a 

story through a variety of operations—including inflling, elaboration, and rewriting—as well as open-ended dialog. The 

system augments a traditional text editor with a set of integrated LLM-powered controls driven by novel prompting 

techniques that enabled users to build their own custom controls, such as "rewrite the text to be more melodramatic". 
In this paper, we adapt Wordcraft’s approach to provide LLM-powered controls for writers with dyslexia, building 

an email editor with features for automatic outlining, subject generation, rewriting, and suggestions. We also focus 
specifcally on how AI-assisted writing can support the needs of adults with dyslexia (rather than general audiences). 

3 LAMPOST: AN LLM-POWERED PROTOTYPE FOR EMAIL WRITING SUPPORT 

Prior to developing the LaMPost system, our interdisciplinary research team engaged in over a year of participatory 

research with the dyslexia community. This included participatory design sessions and workshops with partner 
organizations with expertise in reading disabilities1, and culminated in a brainstorming workshop on AI-assisted 

writing support with experts in accessibility and dyslexia (including team members with lived experience of dyslexia 

and other visual processing and reading disabilities). 
As a key step in our formative work, we conducted a 90-minute formative study to motivate the design of an 

AI-powered writing system. We recruited seven adults with dyslexia to join the two-part study for (1) individual 
interviews on writing practices and challenges, and (2) a group assessment of possible ideas for AI writing support. 
Individual interviews highlighted several challenges, such as: planning how to order ideas, expressing ideas in clear 
and concise wording, writing with appropriate tone, and fnding proofreading help. Further, the group interviews 
highlighted an overall interest in AI writing support: revising feedback could help with clarity, verbosity, and tone; 
summarization could validate an intended meaning; and visual organization could help to order and structure ideas. 
However, concerns arose over users’ capability to address AI feedback, maintaining autonomy and control over their 
work, and their privacy. 

Informed by our formative inquiries and prior work [42, 46, 47], we built LaMPost, a web application and LLM-powered 

prototype for email writing support for writers with dyslexia (Figure 1). We chose email writing as a constrained—yet 

1Partner organizations included the British Dyslexia Association, Understood.org, Madras Dyslexia Association, and the Landmark School in Prides 
Crossing, MA. 
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highly practical—use case to demonstrate and compare diferent approaches for building a text editor infused with 

generative writing support. 
In the following sections, we explain how LaMPost works and describe its design (including accessibility considera-

tions to support users with dyslexia) and functionality (including the key motivations from our formative work for 
LaMPost’s LLM-based features). 

3.1 Email-Writing Support Through Few-Shot Learning 

LaMPost is powered by LaMDA, a neural language model [60], and adapts the few-shot prompting methods introduced 

by the Wordcraft system [16, 69] (a LaMDA-powered tool for creative story-writing by general audiences). When the 

user selects one of LaMPost’s operations, the system constructs a custom few-shot learning prompt and sends it to the 

language model. 
Prompt performance is highly sensitive to word choice, formatting, and the content of the exemplars [71]. Writing 

efective prompts requires rigorous testing and iteration to achieve reliable and accurate responses from the model. 
When building LaMPost, we experimented with diferent prompting methods for several possible LLM-based features 
before settling on the three in our fnal system. We describe our iterative development process for LaMPost and refect 
on lessons learned in Section 5.3. 

3.2 LaMPost’s Design and Functionality 

LaMPost’s interface consists of a main panel that resembles a standard email editor, including sections for the email’s 
recipients, subject, and body; and “undo”, “redo”, and “clear” buttons near the bottom. A secondary panel on the right 
is reserved for three LLM-powered features: identifying main ideas (with the option to generate an email subject), 
rewriting a selection, and suggesting how to rewrite a selection. These three features were inspired by fndings from 

our formative work with organizations and participants with dyslexia, as we describe in more detail below. 

Fig. 2. The Identify Main Ideas feature. Users can click ‘identify main ideas’ (1) and ‘include a new subject’ (2) to generate an 
outline of their email based on the main ideas of each paragraph (4) with a subject line generated on top (3). Hovering over each item 
of the outline highlights that respective paragraph in the email body. 

3.2.1 LLM Feature 1: Identify Main Ideas. Users can generate a visual outline of their email with the main idea from 

each paragraph. Additionally, they can choose to generate a new subject line from this outline (Figure 2). This feature 
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was motivated by feedback from our formative study with dyslexic adults, in which participants noted that to overcome 

difculties with organizing ideas and making them understandable to readers, visual organization and automatic 
summarization were desired technological supports. The visual outline can make it easier to parse sections of a long 

text, while simplifed content can make it easier to understand that text [49]. The option to generate a subject line 

allows users to ask the AI to simplify the content for them. By displaying the AI’s interpretation of the email’s salient 
points, we imagined this feature could also show users how the email’s main ideas might be extracted by another reader. 

Fig. 3. The Suggest Possible Changes feature. A user can select a passage of text (1) and click ‘suggest how to rewrite’ (2). Several 
suggestions from the AI for changing the passage will populate in the right-hand panel (3). Users can choose to exit the operation 
and rewrite the text themselves (4), or choose to have individual suggestions ‘read aloud’, discarded, or to used as a prompt for the 
‘Rewrite My Selection’ feature (5). 

3.2.2 LLM Feature 2: Suggest Possible Changes. Users can select a word, phrase, or paragraph and ask the AI for 
suggestions on how to rewrite it (Figure 3). Participants in our formative study described feeling unsure about the 

kinds of adjustments needed for their writing, and were interested in automatic suggestions for high-level language 

characteristics like tone and clarity. Results from the LLM appear as several suggestions for changing the selected 

passage; for example, “Rewrite this sentence to be less business-like”. Users can take these suggestions into consideration 

to guide their own revisions, or use a preferred suggestion as a prompt to generate rewritten passages in a follow-up 

operation (described in the following section). 
To implement this feature, the few-shot prompt included several examples containing: a passage from an email (i.e., 

the user’s selected), the full email to provide context, and a suggestion for improving the passage (the ideal response 

from the model). When users press the ‘suggest how to rewrite’ button, their current selection and full email is appended 

to the end of the few-shot prompt and sent to the model; the model responds with several suggested changes to the 

passage for users to consider. We adapted the meta-prompting method from [69] to allow users to optionally use a 

suggestion as a precursor for the stand-alone rewriting feature described below. 

3.2.3 LLM Feature 3: Rewrite My Selection. Users can select a word, phrase, or paragraph and provide an instruction 

to the AI to rewrite the text in an arbitrary way (Figure 4); for example, ‘rewrite this: to be shorter’. Participants in 

our formative study shared common difculties with appropriate tone and style, while prior work shows that people 

with dyslexia will often rely on a thesaurus [47] or templates [13, 46] to achieve desired phrasing. Through custom 
7 
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Fig. 4. The Rewrite My Selection feature. A user can select a piece of text (1), provide a custom instruction for changing it (2), and 
click ‘rewrite my selection’ (3). Several rewriten choices from the AI will populate in the right-hand panel (4). Highlighting a choice 
with show a preview in the editor (5). For each choice, users can have it ’read aloud’, discard it, or apply it to replace the original 
passage (6). 

instructions, users with dyslexia can specify their intentions for a passage and call upon the AI to select wording that 
meets that intention. Rewritten passages from the LLM were returned as several choices in an efort to maintain users’ 
autonomy over the fnal passage. 

To implement this feature, we adapted the related example prompting method from [69]: rather than anticipating 

every possible user instruction and including these in the few-shot learning prompt, our prompt only contained a 

collection of examples related to instructions that we anticipated would be relevant to users with dyslexia for emails. 
Related examples are generally able to steer the model to completing an unseen, user-generated task [69]. Our examples 
included instructions for conciseness (‘to be simpler’), tone (‘to be more polite’), audience (‘to be more formal’), and 

precision (‘to be more clear’). Each example also contained the user’s selected text paired with some text before and 

after the passage to provide context, and an ideal way to rewrite that passage according to the given instruction. When 

users press the ‘rewrite my selection’ button, their current selection and surrounding text is appended to the end of 
the few-shot prompt and sent to the model; the model responds with several rewritten passages, shown to the user as 
choices. 

3.3 Accessibility Considerations 

Building a text-editing tool for users who fnd it difcult to parse and manipulate text presents an inherent design 

challenge. Although our primary goal for the LaMPost system was to demonstrate the functionality of LLMs for writing 

to users with dyslexia, we recognized that usability issues may impact their ability to fully evaluate the system. To 

mitigate this, we made several design choices to maximize usability for this population, and tested iterations of our 
design among members of our team who identify as having dyslexia. We used a sans serif font throughout the system 

because these have been shown to be the most readable and preferred by users with dyslexia [50]. To further improve 

readability, we incorporated sizing recommendations from prior work [54] suggesting a large font (18 points or more) 
with line spacing near the default value (1.0 units or 120% of the font size); based on feedback from our team, we chose 

an 18pt font size with 140% line spacing for the main editor panel. To support visual referencing, we paired most buttons 
8 
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with icons and added highlighting to the sentence surrounding the insertion point cursor (visible in Figure 4-1). Finally, 
for users that felt more comfortable listening to on-screen text than parsing it visually, we used the Web Speech API 2 

to include a “read aloud” feature for the email’s body, the generated outline, and each choice returned by the LLM. 

4 LAMPOST EVALUATION 

We evaluated the LaMPost prototype in a hands-on demonstration and practical email writing exercise. Our primary 

goals were to explore the potential ways that LLMs can be incorporated into the email-writing process of writers with 

dyslexia, and to assess users’ perceptions of each of LaMPost’s writing support features. In addition, we had secondary 

goals of understanding users’ feelings of satisfaction, self-expression, self-efcacy, autonomy, and control while writing 

with LLMs, and to assess how exposure to AI terminology may impact these feelings. 

Fig. 5. Email-writing habits for the evaluation’s 19 participants, showing frequency and duration when writing (a) new emails and (b) 
replies. Most participants reported writing new emails and replies multiple times per day and spending 20 minutes or less on each 
one. 

4.1 Method 

4.1.1 Participants. We recruited 32 participants via a survey shared with a large sampling pool maintained by our 
institution; 19 completed the study. All were based in the U.S. (N =16) and Canada (3); all said English was their preferred 

language to write. The recruiting survey asked if they had a dyslexia diagnosis, their emailing habits (Figure 5), and a 

series of demographic questions. We screened for experience writing emails (at least one per year) and self-reported 

challenges associated with dyslexia, but we did not require a dyslexia diagnosis to accommodate individuals without 
access to formal screening procedures. Fourteen participants reported having a formal dyslexia diagnosis and four 
reported discovering their dyslexia on their own; one participant did not specify. We aimed for balanced representation 

across gender and age categories, but we attained neither due to cancellations. Four participants identifed as female, 14 

2https://developer.mozilla.org/en-US/docs/Web/API/Web_Speech_API 
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as male, and one as non-binary. One participant was 18-24 years old, seven were 25-34 years old, and 11 were 35-54 

years old. Participants were compensated with a $100 gift card for their time. 

4.1.2 Procedure Overview. The evaluation procedure was split into three parts during a 75-minute period and conducted 

remotely due to the ongoing COVID-19 pandemic. First, we asked a few background questions to understand each 

participant’s email-writing workfow, then provided a hands-on demonstration of the LaMPost system.3 Second, we 

conducted an informal writing exercise in which participants freely used the LaMPost system to write at least one 

realistic email. Third, we asked semi-structured follow-up questions about the experience, then asked them to fll out 
rating scales evaluating the system’s usefulness, consistency, and their own feelings while using the system—including 

satisfaction, self-expression, self-efcacy, autonomy, and control. 
Maintaining feelings of autonomy during AI-assisted writing was a key design goal for LaMPost, following user 

concerns expressed during our formative study and in prior work [27]. However, as illustrated by emerging work 

showing the efect that metaphor choice can have on user perceptions [33, 36], our choices for LaMPost’s presentation 

may infuence the expectations, evaluations, and attitudes among users. Overt AI presence might be viewed as reducing 

autonomy, while obscured AI could resemble traditional computer-aided writing (e.g., spelling/grammar check). To 

better understand how framing and the presence of AI metaphors can impact perceptions of an LLM-powered writing 

tool among adults with dyslexia, we segmented the system evaluation into two between-subjects conditions: 

(1) With AI metaphors (N =9): We introduced LaMPost as an “AI-powered” email editor and used language 

throughout the session to present LaMPost’s LLM as a personifed AI agent providing writing assistance. For 
example, “You can get a few suggestions from the AI for how it thinks you should write this diferently”, “Hang on, 

the AI is thinking...”, and “This is feedback from the AI on how to improve your selection.” 

(2) Without AI metaphors (10): We introduced LaMPost as an “enhanced” email editor and used language 

throughout the session to obscure the presence of an AI/LLM. The examples above in this condition: “You 

can get a few suggestions for how to write this diferently”, “Hang on while the system loads...”, and “This is feedback 

on how to improve your selection.” 

The interface did not reference the system’s underlying LLM mechanism, and we left it unchanged for both conditions. 
Before the session, we asked participants to prepare two ideas for emails that they intended to write and felt 

comfortable sharing with us. To ensure email ideas were of sufcient length to conduct a substantive test of the system, 
we included an example: “family newsletter on key events from 2021”. We provided assurance that the writing exercises 
were only meant to provide a realistic experience of using the system, and that their performance would not be evaluated 

during the session. With participants’ permission, all evaluation sessions were recorded for later viewing and analysis. 

4.1.3 Part 1: Background and Demo (25 min). The frst part of the study was used to learn more about each participant’s 
current approach to email writing through a small set of interview questions and rating scales, and to demonstrate the 

LaMPost system’s functionality. To begin the interview, we asked participants why they write emails, to share successes 
and challenges experienced when emailing, to recall a past instance of confusion among an email recipient, and to 

walk us through their email-writing process. Next, we asked participants to rate their confdence in their emailing 

ability (relates to self-efcacy [57]), ability to express themselves and their ideas (self-expression; e.g., [38]), and their 
overall satisfaction with their emails. The three ratings were predicated by a positive statement (e.g., “I am confdent in 

3 Two participants (P12, P18) were unable to access the system due to an unknown technical issue. These participants dictated the content of the email 
and directions for using each feature to the researcher via a shared screen. 
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the emails that I write.” ) and followed by a 7-point scale from “Completely disagree” to “Completely agree”. For privacy, 
we shared the scales with participants via a linked form and ofered to read each statement aloud if they desired: two 

participants opted for rating statements read aloud throughout the study; one read the statement aloud themselves; 16 

read silently. 
After participants had completed the rating scales, the researcher introduced the functionality of the system according 

to their assigned AI-metaphor condition in a hands-on demonstration. Participants opened the LaMPost system in a 

new tab and shared their screen with the researcher, who began by walking them through each element of the main 

editor panel: input for the email’s recipient and subject, space for the body text, and buttons for “undo”, “redo”, “read 

aloud”, and “clear”. To make sure participants were following along, we asked participants to move their mouse to each 

element before it was introduced. To aid in demonstrating the LLM features, we included an additional “insert sample 

text” button that added a two-paragraph sample email into the body of the editor. 
Next, we introduced each of the three LLM features (Identify Main Ideas, Rewrite My Selection, Suggest Possible 

Changes): we explained the feature’s intended function, asked participants to try using it on the sample email, and 

explained any follow-up functionality associated with that feature. For the Main Ideas feature, this functionality included 

hovering over an idea in the structure to highlight its associated paragraph, clicking on an idea to hear it read aloud, and 

using the checkbox to generate a new subject line. For the Rewrite feature, this included selecting diferent options to 

see previews in the editor, hearing an option read aloud, deleting undesired options, and choosing an option to replace 

the selected passage. We gave a similar explanation for the options generated by the Suggest feature, with an additional 
note that a chosen suggestion could be sent as an instruction for the Rewrite feature if desired. After introducing each 

feature, we asked participants to share their immediate thoughts about it, any concerns with it, and if they thought 
they might use it when writing emails. 

4.1.4 Part 2: Writing Exercises (25 min). After participants had been introduced to LaMPost, they used the system 

to write emails based on the ideas that we had requested for the session. To minimize stress associated with time 

constraints among writers with dyslexia [11, 30, 46] and challenges associated with learning an unfamiliar system, we 

did not require participants complete their email during the 25 minutes allotted. Instead, we told participants to write 

as much as they were able in the time provided and to freely use the LLM features as desired; if they fnished with one 

email, they could try writing another. 
We asked participants to “think aloud” throughout the writing exercise, and to freely voice any questions, observations, 

suggestions, or concerns about the system. If their actions were unclear for any reason, the researcher prompted them 

for an explanation. The researcher also provided limited answers to questions about the system’s functionality with the 

appropriate language for each participant’s AI-framing condition. To ensure that the participants had experience with 

each LLM feature (Main Ideas, Rewrite, Suggest), the researcher allowed them to write and use the system for at least 
fve minutes before prompting them to try an unused feature, repeating until all features had been used at least once. 
We logged participants’ complete use of the system, including: all typed additions, changes, and deletions; all buttons 
and LLM features used; all responses from the LLM; and all accepted LLM responses added to the document. 

4.1.5 Part 3: Follow-up Interview and Rating Scales (25 min). Following the email writing exercises, we discussed 

the experience via semi-structured interview questions and rating scales. We began with questions to learn about 
participants’ overall experience, asking them to compare their use of the system to their typical experience writing 

emails, and to share anything they found easier or more difcult than usual. Next, we asked for their opinions about 
the LaMPost system, including what they liked most about it, what needed improvement, and if they had any ideas 
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for additional features that could assist them with writing. We used post-use rating scales to assess their overall 
impressions of the system and measure the impact of the AI-framing manipulation. The ratings targeted several 
concepts, including: usefulness and consistency of each LLM feature and the system overall; satisfaction with the system 

and the emails produced with it; and personal feelings of self-efcacy [57], self-expression (e.g., [38]), autonomy, and 

control (e.g., [22, 62]) while using the system. Each rating was predicated by a positive statement and followed by a 

7-point scale from “Completely disagree” to “Completely agree”. After they had privately flled in the scales related to 

each concept, we asked a follow-up question related to the concept to capture the reason for each rating. 

4.1.6 Analysis. We analyzed our qualitative data following the thematic coding process of Braun and Clarke [6] 
using a combined inductive and deductive approach. Prior to the study, we produced a set of deductive codes to 

categorize: existing email-writing practices; positives, negatives, and desired changes for each feature and the overall 
system; and feelings of self-efcacy, self-expression, autonomy, and control during and after system use. During data 

collection, three researchers produced session notes and observations and generated a set of inductive codes through 

analytic connection across participants. We used both sets to produce a fnal codebook containing a 3-level hierarchy: 
level-1 included high-level codes for writing practices, the overall system, and each feature; level-2 included positives, 
negatives, concerns for each; and level-3 included low-level codes based on our expectations following the formative 

study (deductive) and unexpected themes emerging from system use (inductive). One researcher used the fnal codebook 

to independently code transcripts for each of the 19 sessions, and resulting themes were organized into subsections 
and constructed to form our narrative. Our fnal codebook is provided as Supplementary Material. For quantitative 

data, we used pre-use ratings to characterize participants’ existing feelings about writing emails. To compare how our 
between-subjects manipulation of AI framing shaped participants’ perception of the system, we used a Mann-Whitney 

U test (two-tailed) to test for signifcance in post-use ratings for usefulness, consistency, satisfaction, self-expression, 
self-efcacy, autonomy, and control. 

4.2 Findings 

The core goal of our study was to understand the potential ways that LLMs can be incorporated into the email writing 

process of writers with dyslexia. In the following sections, we describe their current experience writing emails, reactions 
to our system and each feature, and the (lack of) an efect with the AI-metaphors condition. 

4.2.1 Current Email-Writing Experience. We briefy explored participants’ thoughts on writing emails to understand 

opportunities and challenges specifc to this genre of writing. Figure 5 shows participants’ email-writing habits; most 
participants said they wrote both new emails and replies daily (P5: “In my busy season, up to 100 a day” ), though a few 

wrote less often (P19: “once or twice a month” ). Participants said they primarily wrote emails for work communication; 
some also wrote personal emails to connect with family and friends or conduct service inquiries (e.g., P8: “doctor’s 
appointments” ). In rating their level of agreement towards statements about writing emails (Figure 6), participants 
generally felt a strong sense of self-efcacy when emailing: the majority of participants (N =15) felt confdent in their 
ability to write emails (avg.=5.05, SD=1.22). Participants also generally felt satisfed with their emails (avg.=4.89, SD=1.10) 
and that they could express themselves when emailing (avg.=4.79, SD=1.36), although the overall agreement towards 
each of these statements was more mixed. 

When discussing their experiences writing emails, participants described similar challenges and mitigation strategies 
as we had heard about in our formative work and focus group, as well as those discussed in prior work (e.g., [13, 42, 47]). 
Over half of participants (N =10) said they liked to draft emails outside of an emailing platform (e.g., Microsoft Word, 
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Fig. 6. Results of rating scales for feelings of self-eficacy, self-expression, and satisfaction during participants’ existing email-writing 
process. Generally, most participants felt confident about email-writing, but had slightly more mixed feelings about self-expression 
and satisfaction. 

pen and paper) due to “habit” (P7), “personal preference” (P6), or “to separate it from the anxiety of having to respond” (P2). 
Within their preferred platform, participants described a common frustration of trying to convert information from 

their mind into writing—or, “Putting what I’m trying to say in my brain into words” (P13). Verbal communication was 
said to be easier than writing, and six participants relied on speech-to-text tools to dictate their thoughts; others had 

abandoned it due to errors: “Softwares that I’ve used have had a slightly higher [error] percentage than my own [typed] 

inaccuracies” (P5). For typing, nine participants mentioned predictive text, such as GMail’s Smart Compose [35], as 
being particularly helpful to fnd their desired wording: “I like the feature when it fnishes what you are thinking; when 

you don’t have to type it all out” (P7). Common typed approaches included the “word faucet” strategy (N =5) identifed 

during our formative study—“I get all of my thoughts out so [...] I’ve got this blob of text” (P10)—or bullet points (3) to 

map out high-level details. The remaining participants described unique initial drafting processes; for example, P6 

described a linear, spontaneous method: “I wing it. [...] I start the frst sentence, then it’s like, ‘Okay, now I know what the 

second sentence will be.”’ In contrast, P8 preferred to write in a non-linear fashion: “I start with just drafting the middle 

paragraph because I know that’s the one that has the most information.” 

After participants had moved their ideas to writing, additional challenges emerged during revising and proofreading. 
Spelling and grammar was the most common issue, and ten participants said they relied on a trusted spell checker, 
such as Grammarly, over their email platform to catch “real word” errors (P10: “‘there’ and ‘their”’) and other mistakes. 
Cutting overly verbose, or “wordy” (P16), drafts to a succinct email was another frequent struggle (N =7). Participants 
recalled instances when they had used language that was misinterpreted by the email’s recipient, most often due to a 

lack of clarity (N =7). For example, P13 recalled a recipient “calling me on the phone that evening [because] he had no 

idea of what I was asking.” Tone was another common source of misunderstanding (N =6): “They thought that I was 

just writing to them all mad and pissed of, when in reality, I was just explaining myself” (P8). To check the email before 

sending, some participants (4) said they asked someone else to read the email, while others (3) said they listened to the 

message via text-to-speech. Several participants (7) mentioned they struggled to fnd enough time to adequately revise 

and proofread, especially when responding to urgent emails. 
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Fig. 7. Post-use rating scales among all participants, and across each of the AI framing conditions. We measured the usefulness (lef) 
and consistency (center) of the system and each feature, and several of their feelings about using the system (right). In general, most 
found the LaMPost system useful while writing emails, appreciating the “Rewrite my selection” feature most of all. 

4.2.2 Reactions to the LaMPost Prototype. In the following section, we describe participants’ responses to LaMPost’s 
three LLM-powered features and the overall system based on usefulness ratings and feedback provided throughout the 

evaluation. 
We asked participants to rate their level of agreement towards the usefulness of LaMPost’s three LLM-powered 

features and the overall system. To begin, we used a two-tailed Mann-Whitney U test to compare usefulness ratings 
between the study’s two AI-framing conditions—i.e., with (N =9) and without (10) AI-related metaphors—but we did not 
fnd a signifcant diference for any of the ratings (p>0.05). Figure 7 shows results as a whole as well as results for each 

framing condition; we return to implications of the AI-framing experiment in the Discussion (Section 5.4). 
Of LaMPost’s three features, the Rewrite My Selection feature was rated highest for usefulness on average 

(avg.=5.26, SD=1.26); 13 participants agreed that it was useful for writing emails4 and nine selected it as LaMPost’s 
most useful feature. Participants said the primary beneft of the Rewrite feature was its capability to fnd satisfying 

and appropriate wording for an intended idea: “You’re able to get a start on what you’re going to say and you can tweak 

your writing from there” (P18). P6 liked the feature because the synonyms and alternative wording helped them to 

understand the meaning of their own writing—a similar beneft has been shown in prior work [49, 51]. While testing 

the Rewrite feature, participants saw further value for mitigating problems with language precision (N =7) and tone 

(4). For example, P1 said the feature would help to make his ideas more compact—“I end up typing like three or four 

sentences to explain something simply”—while P13 liked that he could “sculpt the email to the audience” via instructions 
to rewrite the text to be more “business-like” or “laid-back”. However, several participants took issue with the feature’s 
implementation and functionality: the most common concerns were inaccuracy and noise from the model (N =13) and 

4 Ratings ≥ 4 on 7-point agreement scale. 
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its overly numerous choices (11); four participants selected Rewrite as LaMPost’s least useful feature as a result. We 

outline these and other concerns in greater detail in the following sections. 
The Identify Main Ideas feature was rated the second highest on average in terms of its usefulness (avg.=5.11, 

SD=1.82); 13 participants agreed that it was useful to some extent, but only four participants selected it as the most 
useful of LaMPost’s three core features. These participants identifed the primary value of the feature’s visual outline as 
validating that their writing contained the intended meaning for the email. For example, P4 said the feature was the 

system’s “biggest selling point” because it would allow “the ability to see, and make an independent verifcation, that 

I’m hitting the points that I want to hit.” While the feature’s automatic summarization was sufcient to capture the 

“gist” (P4, P16) of each paragraph, four participants desired key details added to the outline: “It defnitely helped me 

recognize what I was talking about, other than the fact that it missed time-sensitive information” (P2). Some participants 
(N =8) also voiced concerns over the summarizations feeling “sterile” (P17), or missing the emotion contained in the text. 
For example, P9 felt dissatisfed when a three-sentence paragraph—written to thank his project collaborators and share 

a draft of their production—was reduced to an outline item that stated, “We have a video.” Nine participants selected the 

Main Ideas feature as the least useful overall, including four who said that they could not see a practical use for it in 

their writing process: “It seems very obvious” (P6). 
Notably, the option to generate a subject line received a very positive response. Because LaMPost created the 

subject line from the Main Ideas outline returned by the LLM, we chose to pair the subject as an optional checkbox 

attached to the feature and did not ask participants to rate its usefulness separately. However, several participants—who 

otherwise felt tepid about the visual Main Ideas outline—saw value in a separate automatic subject feature: “I always 
leave the subject line blank. [...] Nothing fts what I would be thinking” (P19). Most participants thought LaMPost provided 

accurate subject lines for their emails, but a few (N =3) found issues with the framing of the subject. For example, P5 

wondered why LaMPost added the subject line “Invitation to [Name]” for his email informing the individual that they 

would not be receiving an invitation: “It makes sense, but given the context, that’s not quite right. The idea I’m trying to 

get across is quite the opposite: something about bad news, or ‘Information about Upcoming Event’.” 

Reactions to the Suggest Possible Changes feature were mixed in terms of its usefulness (avg.=5.05, SD=2.03); six 

participants said it was the most useful feature, and six said it was the least useful feature. Twelve participants at least 
partially agreed that the feature was useful, and they identifed the feature’s primary beneft as support for fxing a 

detected, but unclear issue—i.e., “Times where I’m like, ‘Something doesn’t sound right”’ (P15). For example, in an email 
to his wife, P19 used the Suggest feature on a sentence that “didn’t feel natural”, yielding a positive result: “Here we 
go, ‘Rewrite this phrase to be more romantic’. That’s kind of what I was getting at.” A few participants further identifed 

the Suggest feature’s value in tandem with the Rewrite feature to provide possible boundaries for the latter’s custom 

instructions: “It helped narrow down the options that [Rewrite] could do” (P12). However, not all participants agreed 

that the Suggest feature was helpful. Two participants were unsatisfed with feature’s limited scope, saying it, “Raises 
more questions than answers” (P16), and desired further explanations of the suggested changes: “It’s saying, ‘Rewrite 
this sentence to be less wordy’. Is it telling me that the sentence is wordy? And why is it at the top of the list? [...] And is it 

really wordy? There’s two sentences in the paragraph.” (P10). Other frequent issues identifed for the Suggest feature were 

similar to those for the Rewrite feature: several participants (N =9) were concerned about inaccuracy and noise in the 

results, while others (5) mentioned the “overwhelming” (P19) quantity of choices. We describe these issues further in 

the following sections. 
Finally, while responses to individual features were varied, most participants identifed at least one feature that 

was useful to them. As a result, the usefulness of the LaMPost system overall was rated fairly high following the 
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email-writing exercise (avg.=5.53, SD=1.38). P13 summed up the system’s utility as, “It allowed me to validate for myself 

that the point I’m trying to make is actually getting across, and it gives me the opportunity to rewrite it if it’s not.” In 

general, participants were fond of LaMPost’s capabilities for automatic, content-specifc support (P19: “like it’s an extra 

person helping you” ) and being able to direct that support to the scale of their choosing: “I could do sentence-by-sentence, 

or paragraph-by-paragraph” (P10). However, participants were split on how the system’s current capabilities would 

help during day-to-day emailing. For example, P14 explained the contexts where he saw it having value: “Where I’m 

having an informal dialogue with a couple teammates—I don’t need to spend this amount of time rewriting three sentences. 

[...] [But] I can see the beneft of using something like this when writing emails to a VIP, or if I’m trying to convey a complex 

topic.” In total, fve participants mentioned LaMPost as potentially increasing the time required to write emails, but 
eight participants saw an overall time-saving beneft: “I don’t have to rewrite it, and rewrite it, and rewrite it. [...] I get fve 

minutes back of my life” (P4). Notably, one participant disagreed that the overall system was useful for his needs: “It’s 
more about potentiality versus reality. If you mean in its current state, I would say not very useful. If you mean if I see how 

it could be extremely useful, then it’s on the complete opposite end of the spectrum” (P5). 
In the following sections, we outline participants’ concerns with the system’s current state in greater detail— 

highlighting their concerns over accuracy and choices in particular—and discuss further improvements they requested 

to better assist with their email-writing process. 

4.2.3 Concerns Over Accuracy and Noise. One of the most common issues highlighted by participants throughout the 

evaluation was unhelpful, inaccurate, or “nonsensical” (P8, P11) results they received from the model. Anticipating the 

potential for instability in our few-shot learning prompts when given unseen tasks [71], we included an additional 
consistency rating for each feature and the overall system.5 A two-tailed Mann-Whitney U test to compare each 

consistency rating between the evaluation’s AI-framing conditions did not yield a signifcant diference (p>0.05) for 
any rating; Figure 7 shows results for each consistency rating as a whole, as well as results for each framing condition. 

Poor results were most apparent from the Rewrite and Suggest features, where our few-shot prompts tasked the LLM 

with providing new suggestions for rewriting or changing the text; generative tasks that are more unpredictable than 

the relatively constrained Main Ideas summarization. This unpredictability sometimes led to striking “hallucinations”— 

factually incorrect or non-existent content generated by the LLM [20, 48]. For the Suggest feature, the hallucinations 
amounted to suggested changes that were irrelevant for the selected passage, such as “Rewrite this sentence to not use 

so many commas” given to P11: “There’s not a comma in it.” Some participants were able to tolerate a few irrelevant 
suggestions (P5: “It sparks other ideas for how to rewrite things” ), but others could not: “If this is consistent, I’m going to 

think, ‘Why am I bothering to use [this feature] in the frst place?”’ (P10) 
In contrast, hallucinations within the Rewrite feature amounted to seemingly relevant yet imaginary details added 

to the rewritten passage. For example, when evaluating a choice containing the phrase, “Maybe that nice patio you 

were telling me about,” P12 noted, “The original text doesn’t mention a patio.” Although he removed the option from his 
remaining choices, he wondered where the system had found this information, why it had chosen to include it in the 

email, and whether or not he would be able to catch more “wrong info” in the future. In one instance, the hallucinated 

details carried a deeper personal implication: P6 described feeling unsettled by an option containing the phrase, “I’ve 
also posted on local Facebook,” for an email informing a friend about schools in the area: “That’s kind of one of those 

‘gaslight’-y inaccuracies that unnerve me because I would never be on Facebook. Although now, I’m like, ‘Wow, wait a 

5A 7-point rating scale measuring level of agreement toward “The [feature / system] worked how I expected it would.” 
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minute. Duh. Of course that would be a place to fnd out about this stuf.’ [...] It’s almost like a suggestion or an assistant 

telling me to go do that. That’s not necessary.” 

Hallucinations weren’t the only source of inaccuracy for the Rewrite feature. Four participants commented on choices 
that did not satisfy the instruction that they had given; for example, after the instruction “Rewrite this text: to sound 

more detailed” gave a few concise results, P2 noted, “To me, this [instruction] implies more text than I wrote.” Although 

the system removed repeated suggestions in the fnal choices displayed to each user, three participants mentioned 

seeing overly similar results: “This one is just the same sentence that I’ve typed” (P3). Two participants noticed that 
some rewritten choices had removed important details contained in the original text. Although many participants were 

ultimately able to use the Rewrite and Suggest features to fnd their desired wording or query for helpful changes, the 

process of sifting through inaccurate or irrelevant results was both “time wasteful” (P7) and cognitively demanding 

(P14: “I need to put in a lot of focus” ). 

4.2.4 “The Paradox of Choice”. The LaMPost system included two extremes with regard to choice: the Rewrite and 

Suggest features displayed numerous choices to users (i.e., 15 responses returned from the model, minus duplicates), while 

the Main Ideas and subject line returned the model’s frst response each time. In this section, we discuss participants’ 
concerns with each extreme, and their suggestions for improvement. 

Twelve participants across both the Rewrite and Suggest features voiced concerns over the sheer volume of choices 
to parse. Two participants described this as “the paradox of choice” (P5, P6), referring to the psychological concept that 
large sets of choices can feel overwhelming and lead to poor or unsatisfying fnal selections [43, 56]. “My curiosity 

would just lead me into spiraling and reading hundreds of these possible choices. And maybe there’d be more self-doubt 

from that spiraling” (P6). Yet others found numerous options were helpful—even necessary—to fnd a correct option 

amidst undesirable or inaccurate results from the model. “One that was suggested was pretty much on point. The rest of 

them are either a little of, or would require a bit of rewriting” (P4). Still, most participants agreed that the number of 
options displayed at a time should be considerably reduced, suggesting around “three to four options” (P19), or “four to 

fve; nothing I need to scroll through” (P2). One promising idea for fltering through a reduced number of options came 

from P6: “The choices should be sorted by word count, just fve or six choices, tops. And if I ‘X’ out one of those, it gives me a 

new one.” 

Additional tensions around user choice emerged from the open-ended possibilities for the Rewrite feature’s free-form 

instructions. Six participants spoke of the immense value in being able to write their own instructions, such as P10: “I 
don’t tend to think in the way that commonly is spoke, so being able to put down my thoughts and have an AI [respond]— 

[...] It’s like having a thesaurus for someone’s thought." Others voiced concerns about this capability, including doubts 
towards complex inputs (N =3), its handling of misspellings (P8, P13), and potential dangers with misguided instructions: 
“If it’s two in the morning and I’m emailing back and forth with support, I might want to type something like, ‘Make it 

sound mad”’ (P4). These concerns led to six participants requesting pre-written instructions of general changes included 

alongside the open-ended input—and distinct from the context-specifc instructions that could be queried from the 

Suggest feature. For example, P13 said it seemed tedious to type certain instructions: “I had to go to my spell checker on 

my phone to fgure out how to spell the word ‘formal’ before I could even use it. [I want] a drop-down of some of the most 

basic ones: [...] ’make it shorter’, ‘make it longer’, ‘more professional’, ‘more casual’.” 

The other choice extreme—the single result of the Main Ideas and subject line feature—also raised concerns, although 

less frequently. While pointing out that key details were missing from the visual Main Ideas outline, two participants 
wondered why they were unable to choose the main ideas themselves. For example, P1 criticized the feature for “missing 
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the forest for the trees”—concentrating on one thing while ignoring the rest—and ofered a solution: “An option where I 

could highlight a section and then tell it, ‘This is what I want you to work your identifcation around.”’ Three participants 
questioned why the generated subject line was returned as single result, such as P8 after several repeated attempts: “It 
would be helpful to see a list of options.” 

4.2.5 Feelings About Email-Writing with LLMs. The secondary goal of our evaluation was to understand how writing 

with LLMs can impact personal feelings of satisfaction, self-expression, autonomy, and control among writers with 

dyslexia. We asked participants to rate their level of agreement towards these feelings within the context of the LaMPost 
system (Figure 7); a two-tailed Mann-Whitney U test to compare each consistency rating between the evaluation’s 
AI-framing conditions did not yield a signifcant diference (p>0.05) for any rating. In the following section, we briefy 

discuss each feeling based on the results of the rating scales and relevant comments provided throughout the study. 
Participants generally felt satisfed with the system (avg.=5.26, SD=1.14), but they voiced several concerns over the 

LLM’s accuracy and our implementation of choices (described in the sections above). Most participants also felt satisfed 

with what they wrote using the system (avg.=5.16, SD=1.52), but this rating varied depending on the complexity of 
their chosen emailing task: the majority (N =12) were able to fnish a full email within the 25-minute writing period 

(P8: “I would actually send this out to one of my friends” ), while the rest (7) were unable to complete their task due 

to limited time. This variation was also apparent in their ratings of personal autonomy (avg.=5.26, SD=1.88), where 

participants had ranging levels of agreement about whether or not they had achieved their emailing goals. Autonomy 

ratings generally aligned with email completion; e.g., P11: “I got my point across” vs. P6: “I still had a few more ideas to 

express.” However, two participants that did not fnish writing their emails said the system still helped them to achieve 

other personal goals: “staying on task” (P16) and “keeping focus” (P2). 
Participants’ sense of self-efcacy using LaMPost was fairly high (avg.=5.26, SD=1.41), and 14 participants at least 

partially felt confdent writing emails with the system: “It would be like a having a proof-reader along with me” (P3). 
Those that felt less confdent expressed doubts towards the system’s accuracy: “I think the AI would start breaking down 

if it really had to compute more and more” (P1). Participants generally rated their sense of self-expression with LaMPost 
high (avg.=5.53, SD=1.34), particularly due to the suggestions provided by the Rewrite feature: “I was able to look and 

say, ‘Well, this is more of how I would speak,’ or, ‘This is more of how I would want the email to sound”’ (P18). However, 
four participants did not fnd LaMPost helpful for expressing their ideas, such as P8, who gave a neutral rating: “The AI 
is limited on what it receives from the user, and it cannot explain much of the email if I don’t give it the [information]. [...] 

And I don’t always know what to write.” 

AI-assisted writing systems can introduce complex questions around whether the user or agent is ultimately in 

control over the produced work [27]. Participants largely felt in control over their email content while using LaMPost 
(avg.=5.58, SD=1.56), and positive responses were closely associated with the ability to flter through the model’s results 
and make fnal decisions over changes to the text. For example, P15 felt a strong command over his work: “Even though 

the system gave suggestions, in the end, I’m the one that’s deciding what it’s going to say.” However, three participants 
disagreed with the statement, citing limited control over the generated subject line (P5), the opaque source of the 

writing suggestions (P17), and the inability to troubleshoot after undesirable results: “It wasn’t acting on it’s own or 

anything, [...] but there was no actual, refned control over each process once I put it into motion” (P1). 
While not included in our rating scales, our evaluation also elicited feelings around privacy and trust. For privacy, 

seven participants voiced concerns about the system reading and storing their personal data: “What is it doing with the 

information that I put in there? Where does that go?” (P17) To protect their sensitive information, P9 desired “the option 
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to not have it read it” while P4 requested a clear explanation of the system’s data storage policy. With regard to trust, a 

few participants highlighted the importance of building their trust in the system, especially if they were relying on it 
for support in challenge areas. P13 used his own difculty with determining writing’s tone to demonstrate the issue: 
“If you wrote the same statement three diferent ways—one professional, one casual and one romantic— [...] I would read 

them and they’d all look exactly the same to me. [...] So if [the system is] saying, ‘I can take this sentence and make it more 

businesslike’, I’m going to accept whatever you’re ofering me.” 

4.2.6 Additional Features and System Improvements. Participants suggested several changes for the LaMPost system. 
In addition to overall improvements to the system’s accuracy, six participants thought the system should include 

personalization–either “learning through prior conversations” (P6) or “narrow[ing] down what words a user would 

use” (P19) by learning from choices over time. Some element of personalization was needed to capture the writer’s 
voice, according to P17, “Rather than it being a canned response from the computer.” For the LaMPost interface, the most 
common requests related to how each of the LLM-based features presented results to the user. Participants desired fewer 
choices for the Rewrite and Suggest features (N =12), and more choices for the Main Ideas feature (3). Five participants 
requested more features to track their progress and the system’s results during each writing session, including a 

“changelog” (P6), the ability to save and favorite individual choices (P18), and creating action items from the Suggest 

results (P2). Further requests for the Suggest feature included an “explanation” button for each result (P10, P16) and 

suggestions generated in real time (P4). 
Drawing from their preferred approach of writing emails from bullet points, four participants wondered if the system 

could generate the body of an email from a given outline (i.e., implementing the Main Ideas feature in reverse): “I write 
the three main topics that I want and the system writes [an email] around them” (P9). Three participants also thought 
the visual Main Ideas outline would be useful for reading other people’s emails, such as, “If I’m late to a meeting and 

they’re referring to an email that I have not read” (P8). Six participants appreciated the “Read aloud” feature (P12: “I wish 

more things could just be clicked on and read back to me” ), but they requested options to change the speed (P14, P15) 
and improvements to make the “mechanical” (P6, P12) voice sound more natural. Finally, four participants requested 

improvements to spelling and grammar detection, preferring to use existing “autocorrect” implementations on mobile 

operating systems and native email clients. 

4.2.7 Summary. All participants identifed one of LaMPost’s features as being potentially useful to them when writing 

emails, and the Rewrite My Selection feature was chosen as the most useful overall. However, accuracy and quality 

concerns limited the practical usefulness of many features, despite LaMPost using today’s state of the art models and 

prompting techniques. Quality concerns (and a desire to support writer autonomy) led us to present generated text 
as many choice for users to select from; however, a top-N approach rather than a top-1 approach can be particularly 

challenging for end-users with dyslexia due to the additional reading and cognitive load challenges. 

5 DISCUSSION 

The LaMPost system provided a testbed to explore the feasibility and potential of LLMs as AI-powered writing support 
tools through three features to meet high-level writing needs: Identify Main Ideas (+ subject line generation), Rewrite My 

Suggestion, and Suggest Possible Changes. Our results indicate that LLMs with optimal output hold potential to assist 
with email-writing tasks, and our evaluation highlighted several promising routes for future explorations of AI-assisted 

writing—including the popularity of the controllable Rewrite and subject line features. However, our features as-is did 

not surpass participants’ accuracy and quality thresholds, and as a result, we conclude that state-of-the-art LLMs (as of 
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early 2022) are not yet ready to fulfll the real-world needs of writers with dyslexia. Surprisingly, we found no efect 
in the use (or non-use) of AI metaphors on perceptions of the system, nor on feelings of autonomy, expression, and 

self-efcacy when writing emails. As a whole, our fndings yield insights on the benefts and drawbacks of using LLMs 
as writing support for adults with dyslexia. Below, we discuss implications of our fndings and opportunities for future 

work. 

5.1 Implications for Designing Dyslexia Support with LLMs 

When evaluating LaMPost, we found that some users with dyslexia desire personalized writing support, where the 

system would learn the user’s preferred diction and tone from past writing samples and apply it when producing 

rewrites and suggestions for their current work. A personalized system may enable writers with dyslexia to express 
themselves more naturally, and results flled with familiar vocabulary and phrasing may be easier to parse. However, 
since personalization requires access to the data of individual users, it may also run in confict with their privacy 

choices [31]—a concern that was expressed by participants in our work. What degree of personalization is preferred, 
and how much writing data is needed to implement it? Should the system collect this data automatically (e.g., from an 

email platform’s “Sent” folder), or are users willing to identify and share specifc writing examples themselves? Can 

complex privacy policies be made more accessible through built-in text-to-speech or writing with simple phrasing 

that meets visual preferences for reading? There are opportunities for future work to incorporate personalization in 

AI-powered writing tools to support the needs of writers with dyslexia, but researchers must consider the potential 
trade-ofs between these systems and the privacy preferences of users. 

Confrming and extending prior work on ownership in AI-assisted writing [27], we found that it was important 
for users with dyslexia to feel in control of AI-produced writing. To make the fnal decision over changes to the text, 
participants with dyslexia in our formative study requested writing suggestions be delivered as several options, and 

we incorporated these fndings in the design of the LaMPost system’s Rewrite and Suggest features (but overlooked 

choices for the subject line). Our evaluation reiterated the importance of user choice, but also highlighted usability 

issues with LaMPost’s large list of options: making a choice—especially from similar and/or lengthy options—was 
time-consuming, cognitively demanding, and overwhelming to some users. Our fndings suggest these issues can be 

reduced by displaying fewer options, adding more variation, sorting among displayed options (e.g., by length), and 

allowing users to save and return to options later on. Although the Rewrite feature’s open-ended instruction was 
identifed as a valuable mechanism for expressing users’ intention, it led to further usability issues: some users had 

difculty fnding the words to express their desired changes while others encountered spelling and grammatical errors. 
Additional scafolding to overcome these issues while instilling a sense control could include pre-written instructions, 
dictation options for users that prefer speaking, or probing questions to help users narrow down their revising goals. 
Our work highlights possible usability pitfalls with control-enabling mechanisms, and future work should seek to 

balance each users’ sense of control with their ability to fully leverage the system’s features. 
Assessing the results of an AI-enabled assistive technology can present obstacles for primary users when the data 

is inherently not accessible [25]; likewise, assessing the quality of text-based results from an AI-enabled writing 

system presents challenges for users with dyslexia. Additional assessment mechanisms may be needed to support 
this population: LLMs often produce factually incorrect “hallucinations” [20, 48], and have been shown to inherit 
biases present in their training data (e.g., internet posts) [21]. We did not encounter ofensive results in our work, but 
certain “nonsensical” results prompted LaMPost users to request explanations (e.g., question mark buttons) to assist with 

determining the suitability of results for their writing. User feedback options to fag incorrect or unacceptable language 
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may ofer a promising solution for developers to make targeted fxes. Increasing the transparency of an automated 

system can foster trust among users and drive continued use [23], and further trust can be gained from performance 

improvements. However, our work suggests that with sufcient trust and confdence in the system, users with dyslexia 

may feel less inclined to invest their time and energy towards analyzing each result—increasing the risk for harm. 
To address this, future work should explore potential safeguarding methods; for example, before sending an email, a 

system could perform a fnal check of all machine-written text, and ask the user to verify that this text seems accurate. 

5.2 New Datasets May Improve Support 

Our LaMPost evaluation highlighted users’ limited tolerance for inaccurate or unhelpful LLM results when writing emails. 
We chose to use a pre-trained model as a generalized base for the LaMPost prototype, and used few-shot prompting 

[16, 69] to demonstrate each task from several exemplars of the task performed on generic email text. Although our 
exemplars contained text pulled from real emails that covered a range of topics, these were completed emails that had 

been produced by writers of unknown lexical ability—examples that may not have refected the characteristics of early 

drafts produced by participants in our study. Further work is needed to understand if state-of-the-art LLMs show the 

same limitations when employed as email-writing support tools among the general population, and whether or not 
LaMPost’s outlining, rewriting, and suggesting features (or similar) can beneft this audience. 

If we had constructed prompts with a more representative baseline of participants’ writing, the quality of LaMPost’s 
results may have improved during our study. To to our knowledge, however, a public corpus of writing samples produced 

by adults with dyslexia does not exist. To maximize the potential of AI-assisted writing tools for this demographic, 
future work could collect samples of writing from users with dyslexia. A small dataset could be added to few-shot 
learning prompts to improve results from pre-trained LLMs, while a sufciently large corpus could be used to train 

smaller, specialized models for high performance on constrained tasks (e.g., summarizing main ideas). An ideal dataset 
should include snapshots from diferent times during the writing process, and give consideration to the varied writing 

approaches described by participants in our study. As an example, an early email draft from a user that prefers to start 
writing by outlining key points is very diferent from one dictated via a speech-to-text tool, and each draft will develop 

diferently over time—yet users desire a tool that can support their needs across all stages of writing. Constructing this 
dataset would be a complex task, but it may be achievable through usage logging during future prototype evaluations 
with a diverse population of participants. 

5.3 Lessons Learned in Few-Shot Prompting for LLMs 

Before settling on the core features in LaMPost, we experimented with other high-level writing features identifed 

during formative research as having potential beneft to writers with dyslexia; we present them here to show the limits 
of few-shot prompting methods and potential design opportunities for future work. 

Following positive responses toward personifed “digital writing companions” in our formative study, we explored 

how LLMs could be used for a collaborative, conversational writing experience. We developed a prototype for emails 
drafted through an instant messaging interface that could leverage the LaMDA model’s dialog-based prompting format. 
After users supplied a short statement explaining the purpose of the email, the LLM-as-chatbot would generate probing 

follow-up questions to capture each detail to be included in the message; in a separate panel, users could watch as 
the LLM gradually constructed an email from each piece of relayed information. However, chatting with the LLM 

exposed its tendency to propose operations that it could not functionally perform (e.g., “Do you want me to remove that 
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information from the email?” ), and we could not determine a reliable method to limit these misleading responses. We 

faced further issues with transforming the question-and-answer chat stream into a meaningful email. 
Inspired by an individual in our formative study that preferred to write by expanding an initial bulleted list of key 

points (a practice also described in our evaluation), we explored a feature that would automatically draft an email from a 

given outline. We created several exemplars containing an outline of 3-7 bulleted ideas, and a complete email containing 

the outline’s ideas reordered and expanded into full sentences. While the exemplary email added transition language 

and some light rephrasing, it did not include any new information; despite this, the model tended to “hallucinate” 
additional information that did not exist in the original bulleted list (e.g., making up names of individuals when none 

were given; adding unrelated information from the prompt itself). We attempted to constrain the language of each 

exemplary email to more closely match that of the bulleted ideas, but this reached an extreme when the expanded 

“emails” were word-for-word reproductions of the given outline; while it successfully constrained the LLM’s imagination, 
we decided this functionality would be of little value to users. Future eforts could try adding empty spaces throughout 
the exemplary email in place of any new language: the LLM will likely copy this stylistic choice and users may feel 
comfortable flling in specifc details themselves. 

The third attempt drew from the “word faucet” approach described in our formative study by exploring automatic 
ordering and structuring for a long, disorderly text produced by, e.g., speech-to-text dictation. We intended for the 

feature to improve a given “block” of text by arranging ideas into logical order and separating the writing into discrete 

paragraphs. Here, we ran into issues with the model’s limited context window: because it accepts prompts with a 

fnite length, we could include just one or two exemplars to demonstrate the structuring task—leading to inconsistent 
results. To overcome this, we tried breaking up the task via a prompt-chaining process [67]: frst, summarizing the key 

ideas contained in the “block” (creating a paragraph structure); next, connecting each sentence with one of the key 

ideas (building each paragraph’s content); and fnally, arranging the paragraph’s sentences into a logical order. We 

decided this feature was not practical for our user study: the chaining process required several minutes to complete, 
and deconstructing the input in this way stripped each sentence of meaningful surrounding context. However, as LLM 

context windows increase in size and chaining paradigms mature, this feature may be achievable in the future. 

5.4 Limitations of Framing with and without AI Metaphors 

Our evaluation explored whether or not the presence of AI metaphors impacted users’ perception of the tool, but 
we did not fnd statistical signifcance for any rating. Based on prior work showing the efect of diferent conceptual 
metaphors on perceptions of automatic systems [33, 36] and concerns over autonomy in human-AI writing [27], we 

had hypothesized that a user’s knowledge that LaMPost was AI-powered could reduce their sense of autonomy during 

use. A lack of a signifcant result for any of the subjective ratings in our AI metaphors conditions may be taken as 
positive outcome for public attitudes towards AI writing support tools; knowledge of the AI proved neutral for users’ 
sense of ownership over the text, and for each of our other measured feelings. However, this result may have also 

been caused by systematic error in the form of small sample sizes for each condition (N =9 vs. 10) or study fatigue 

[58] (most rating scales were administered at the end of a 75-minute video conferencing session). We did not attempt 
to measure participants’ prior experience with AI; per our institution’s recruiting guidelines, participants were not 
afliated with the technology industry and we did not expect them to have deep familiarity with AI before the study. Yet 
a few participants in the without AI group assumed the system was powered by AI and described it as such without our 
mentioning it; this could further indicate that our manipulation was not designed correctly (e.g., AI was implied despite 

non-specifc vocabulary), or it may simply refect an increasing awareness among the public toward the capabilities of AI 
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and the likelihood that AI is powering many new products and experiences—despite many lay users not understanding 

which specifc technologies are AI-infused [34]. Future research should attempt a deeper exploration of the efects 
of presenting writing tools as AI-forward vs. obscured to better characterize the possible impacts of each on user 
attitudes—particularly end-users with dyslexia—and provide design guidelines for of-the-shelf systems that begin to 

incorporate this technology. 

5.5 Limitations 

We identifed several issues as a result of conducting a remote lab evaluation amidst the ongoing COVID-19 pandemic. We 

recruited 32 participants, but only 19 completed the evaluation; this caused an unbalanced demographic representation 

in our data and a smaller-than-planned sample size for each condition of our between-subjects AI-framing experiment. 
The remote nature of the study also limited our ability to control the testing environment. An unknown technical 
issues prevented two participants from accessing the system and had to dictate the email’s content to the researcher 
via screenshare. Other participants required support with setup and troubleshooting, which reduced their time using 

the system during the writing exercise, and added variation to the average duration spent writing LaMPost. While all 
participants tested each of LaMPost’s features during the exercise, seven participants were unable to complete their 
writing in the time provided. Finally, participants were unable to experiment with LaMPost for diferent email topics 
and audiences (e.g., work vs. personal), potentially skewing their responses according to the complexity their chosen 

email writing task. 

6 CONCLUSION 

In this paper, we introduced LaMPost, an email-writing interface that explored the potential for large language models 
to power writing support tools that address the varied needs of people with dyslexia. LaMPost introduced AI-assisted 

writing features inspired by the needs of adults with dyslexia, including rewrite my selection, identify main ideas (with 

subject line generation), and suggest possible changes. Additionally, we contributed insights from an evaluation of 
LaMPost with 19 adults with dyslexia. Our study identifed many promising routes for further exploration—including 

the popularity of the “rewrite” and “subject line” features—but also found that state-of-the-art LLMs (as of early 2022) 
may not yet have sufcient accuracy and quality to meet the needs of writers with dyslexia. Surprisingly, we found 

no efect in the use (or non-use) of AI metaphors on users’ perceptions of the system, nor on feelings of autonomy, 
expression, and self-efcacy when writing emails. Our fndings yield further insight into the benefts and drawbacks of 
using LLMs as writing support for adults with dyslexia and provide a foundation to build upon in future research. 
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