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Key Idea

• 3D deformation network deforms a source 3D mesh based on a 
target 2D image, 3D mesh or a 3D point cloud

• The network estimates vertex displacement vectors (3D offsets) to 
deform the source while keeping the vertex connectivity and mesh 
topology

• Learns 3D deformation end-to-end and also introduces a 
differentiable mesh sampling operator



3DN Pipeline



Encoder

• Source: 
• Mesh: vertex positions, and set of triangles
• Uniformly sample points and use PointNet encoder

• Target:
• Image : VGG encoder
• 3D model: Uniformly sample points and use PointNet encoder

• Extract a global feature for source and target shape



Offset Decoder

• Use PointNet segmentation network, concatenated with original 
vertex locations

• Final deformed mesh 𝑆𝑆𝑆 = (𝑉𝑉𝑉,𝐸𝐸), where 𝑉𝑉𝑉 = 𝑉𝑉 + 𝑂𝑂 and 𝑂𝑂 is the 
learned per vertex offset

• Source can be the original mesh or a sampled point cloud



Losses

• Loss should measure the similarity between deformed source 𝑆𝑆𝑆 and 
target model 𝑇𝑇

• Chamfer and Earth Mover losses

• Even when the target is represented as an image, they train with 
known target 3D model

• Introduced a differentiable mesh sampling operator, to make the 
losses robust to mesh densities



Differentiable mesh sampling operator

• Point 𝒑𝒑 sampled from face 𝑓𝑓 = (𝒗𝒗1,𝒗𝒗2,𝒗𝒗3)

• Then the offset for 𝒑𝒑 is

• Gradient



Losses

• Shape Loss

• Symmetry Loss

Sample from mirrored 
deformed output M(PC)



Losses

• Mesh Laplacian

• Local permutation invariant loss
• Preserve the distance between two neighboring points after deformation as 

well

• Total loss



Experiments

• Source models are taken from a set of template shapes [1]
• To sample source and target pairs:

• Train a PointNet encoder
• For each target, choose the nearest neighbor in this embedding from the 

template set

• For a target image
• First use PSGN [2] to generate initial point cloud, and retrieve the source 

model based on this

[1] D. Jack, J. K. Pontes, S. Sridharan, C. Fookes, S. Shirazi, F. Maire, and A. Eriksson. Learning free-form deformations 
for 3d object reconstruction, ACCV 2018
[2] H. Fan, H. Su, and L. J. Guibas. A point set generation net-work for 3d object reconstruction from a single image , 
CVPR 2017



Results

• Shape 
Reconstruction 
from Point Cloud



Results

• Single View 
Reconstruction



Results



Thank you!
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