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Problem Setting

Point Cloud Generation:

● Previous works use adversarial loss which is hard to optimize, are not 
permutationally invariant (e.g. autoregressive models), have limitations to 
generate a fixed number of points, or have an invertibility requirement 



Paper Contributions

● Novel point cloud generative model motivated by Markov diffusion process in 
thermodynamics 
○ reduces the learning objective to learning the Markov diffusion kernel in a simple functional form

● Mathematical formulation of tractable learning objective maximizing a 
variational lower bound on the likelihood of point clouds conditioned on shape 
latents

● Strong quantitative and qualitative results on point cloud generation, 
autoencoding, and unsupervised representation learning



Formulation of Diffusion Probabilistic Model



Variational Training Objective



Model Implementation

Encoders use PointNet architecture for both point cloud generation and autoencoding

Autoencoding Loss:Point Cloud Generation Loss:



Point Cloud Generation Results



Autoencoding Results



Unsupervised Representation Learning Results



Paper Takeaways

Strengths:

● Intuitive method as Markov diffusion process
● Permutationally invariant
● Can sample as few/many points as needed
● Matches SOTA performance

Weaknesses/Future Improvements:

● Doesn’t improve much on SOTA performance
● Need to go through T steps of reverse diffusion in order to sample a point 

cloud
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