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ABSTRACT

advance \y 6.5 The Advanced Television Systems Committee (ATSC) has specified the use of MPEG-2 for the packetization and multiplexing of compressed audio/video and data signals for digital broadcasting systems. While the use of the MPEG-2 suite of standards is commonly perceived as being oriented towards the delivery of audio and video, data broadcasting is seen as an important addition to the ATSC specifications. Examples of data broadcast services include enhanced television, hotspots, delivery of HTML pages, software downloads, teleshopping,electronic magazine delivery and other subscription services. The ATSC Data Broadcasting specification does not mandate particular uses of ancillary data in digital broadcast. Rather, it defines how data is packaged and located in ATSC compliant MPEG-2 transport multiplexes. This paper is an introduction to the output of the ATSC T3/S13 experts group on data broadcasting.

advance \Y 184.25

INTRODUCTION

Figure 1. A multiplex with data services
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While the historical driving force behind DTV has been better quality picture and sound, technological and regulatory advances allow for significant flexibility in how broadcasters can use the bandwidth they manage. For example, instead of carrying a single HDTV signal, broadcasters can instead send multiple Standard Definition Television (SDTV) programs, or even transmit data entirely unrelated to normal audio/video programming. One important use of DTV will be to broadcast data which enhances normal television programming. An example of this might be utilizing graphics and sprites to make an audio/video program more compelling. Other uses of data in the broadcast stream include standalone services such as gaming or electronic magazine and catalog download. Figure 1 shows a broadcast multiplex with 

some of the different types of data services enabled by the ATSC Data Broadcasting specification.

The next few years will bring us a new set of powerful broadcast and interactive networks. The ATSC Data broadcasting specification will play an important role in this transition by defining the syntax and semantics of how data is carried in the broadcast multiplex, and how it is found by receiving applications in a digital broadcast environment.

ATSC Data Broadcasting Overview

The ATSC has standardized on the use of the MPEG-2 transport stream for carriage of all data in digital broadcast systems [1,2]. The MPEG-2 Systems architecture [1] provides mechanisms for the delivery of both synchronous, synchronized and asynchronous streaming data. The basic building blocks of the MPEG-2 transport stream are 188 byte fixed-length packets that contain video, audio or other data. These packets are multiplexed to form what are termed program transport streams, which are analogous to a television channel in analog TV. The ATSC T3/S13 experts group has specified the syntax and semantics of inserting ancillary data into the transport stream multiplex. 

The basic goals of the ATSC Data Broadcasting specification are the following: 

· Define how data associated with television programming is carried, announced, bound and described.

· Define how standalone data services are carried, announced, bound and described.

· Build a framework, which can be used as the foundation for definition of new services (e.g. interactive services).

The resulting specification must support a wide variety of data services. At the highest-level taxonomy there are two main types of data transmissions as follows:

Figure 2. Data in the MPEG-2 Transport Stream
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· Asynchronous data transmission, which is defined as data which contains no MPEG-2 timing information.

· Synchronous data transmission, which is defined as the broadcasting of data where the data and clock can be generated into a synchronous data stream at the receiver using MPEG-2 timing mechanisms.

The following is a brief description of the data carriage mechanisms defined in the ATSC data broadcasting specification:

1. Synchronous and Synchronized Streaming Data – The specification supports data broadcast services that require synchronous or synchronized data streaming. These types of data services are defined to use packetized elementary streams (PES).

2. Multiprotocol Datagram Encapsulation – The specification supports multiprotocol encapsulation of datagrams in the payload of MPEG-2 transport stream packets. This is accomplished by encapsulating the datagrams in Addressable Sections compliant with the MPEG-2 private section format.  This mechanism supports asynchronous delivery of datagram data, such as Internet Protocol packets.

3. DSM-CC Download Protocol - The ATSC data broadcast specification supports the carriage of data using the Digital Storage Media Command and Control (DSM-CC) Download Protocol defined in [3].  The ATSC use of DSM-CC supports the sending of data modules and asynchronous data streaming as well as synchronized non-streaming data.
4. Data Piping - Data piping is a mechanism for asynchronous delivery of arbitrary user-defined data inside an MPEG-2 transport stream multiplex.   
Figure 2 shows the relationship of the data broadcast specifications vis-à-vis the MPEG-2 transport stream.

The ATSC use of the MPEG-2 system multiplex is intended to support a multi-program environment. Therefore, certain types of System Information (SI) and Program Guide (PG) information have been defined to facilitate navigation to services in the broadcast stream. The Program and System Information Protocol (PSIP) [4] describes the collection of tables used to carry information on all the virtual channels in a broadcast multiplex. The ATSC data broadcast standard has identified a number of application areas with differing requirements for the transport of data in ATSC compliant systems. A small number of extensions were made to PSIP to support data broadcast services.

In the same spirit as PSIP, the ATSC expert groups on data broadcasting and interactive services have defined a Service Description Framework based on a small set of tables, which conform to the generic private section syntax defined in [3]. The Service Description Framework provides receivers with a rich description of the data services being offered. A data service may be comprised of one or multiple receiver applications. The Service Description Framework provides information to allow the receiver to associate applications with data referenced by a packet identifier (PID). It is also used by applications to identify data components that need to be acquired before a data service can become active, and has mechanisms to pass information to a data service as it is started.

Lastly, the T3/S13 specification defines the rules regulating the delivery of data streams to data receivers, and a set of accompanying profiles. 

Synchronous and Synchronized Data streaming

The ATSC data broadcast specification supports synchronous and synchronized data streaming using PES. Synchronous data streaming is defined as the streaming of data with timing requirements in the sense that the data and clock can be regenerated at the receiver into a synchronous data stream using the MPEG-2 defined mechanisms of program clock reference (PCR) and presentation time-stamps (PTS) [1]. Synchronous data streams are characterized by a periodic interval between consecutive packets such that both the maximum and minimum delay jitter between packets is bounded. 

Synchronized data streaming takes place when multiple synchronous data streams have a strong interstream timing association. An example is application data associated with a video stream. 

The streaming data is inserted in PES packets as defined by (1). The PES packets are required to be of non-zero length and must adhere to standard PES packet syntax and semantics. A header has been defined for streaming data services, and this is carried as the first piece of the MPEG-2 PES payload byte. The header can be used to identify whether the stream is a synchronous or synchronized stream. It also may contain information to help identify the datastream characteristics for an application.  

Synchronous and synchronized data streaming are used when the output data rate at the receiver side needs to be very accurate. The receiver clock is synchronized using MPEG-2 defined PCR/PTS timing mechanisms. Further, there is a PTS_extension field available in the ATSC defined header, which allows for precise positioning of data access units on playback. However, the ATSC specification does not define any data types and their associated access units. This is expected to be application defined. Data can be sent at any rate supported by the broadcast multiplex. 

It is possible to use other data carriage mechanisms to deliver data that has the same continuous, bounded jitter characteristics of synchronous data streaming in PES. However, this would have to be accomplished outside of the ATSC specification by the application interpreting the broadcast data. An example of this might be RTP-based streaming [5] inside encapsulated protocol data.

Multiprotocol EncapsulatioN Of Datagrams

Multiprotocol datagram encapsulation provides a mechanism for tunneling datagram protocols – such as Internet Protocol (IP) data - on top of MPEG-2 transport streams. Datagrams are carried in addressable_sections. The format of the addressable_section structure is compliant with the DSMCC_section format for private sections [3]. The ATSC specification requires that an LLC/SNAP header precede all tunneled datagrams carried in an addressable_section. 

The addressable_section structure includes a 48-bit field that contains the device address of the receiving device. In many circumstances, this will be a MAC address. The device address is transmitted in 6 fields of 8 bits.  These are located in two groups, one of two-byte length and the other of four-byte length. The two-byte field is placed where the table_id_extension would be located in a DSMCC section; the four-byte field is in the payload area of the DSMCC_section. It seems likely that hardware demultiplexers will be able to use the two-byte field for data filtering. The ATSC does not define how device addresses are specified or used.

The DSMCC_section format permits datagrams to be fragmented into multiple sections. In the case of IP encapsulation, datagrams are never fragmented across sections. The IP MTU size is set to 4072 bytes, and if an IP datagram is less than or equal to 4072 bytes it is sent in a single addressable section. In other words, only complete IP datagrams are ever encapsulated in a section. 

DSM-CC Data carousel

 DSM-CC (3) defines a protocol for delivery of interactive and one-way data services over various sorts of networks. DSM-CC includes such capabilities as data download protocols, file access, stream control, limited directory capabilities and support for interactive services. The ATSC T3/S13 use of DSM-CC for data broadcasting is limited to support for the Data Download protocol, including the data carousel scenario.

The Data Download protocol allows a broadcast server to deliver a set of modules with a well-defined mechanism for describing the contents of each module. The carousel scenario allows cyclic repetition of module delivery. To latch a particular module, or to receive data that was missed in a completed transmission, a client application can use the services of the download protocol to determine the next broadcast and when to pick up the desired content. A particular carousel can contain potentially thousands of separate modules or files.  While the DSM-CC standard [3] doesn’t allow unbounded or streaming content in a module, the ATSC data broadcast group has extended it to allow such a mode. An amendment document is being proposed to MPEG to this effect (Regis – what reference goes here).

The data carousel includes a mechanism that describes each of the modules being delivered in a carousel.  These download control messages are referred to as directory information (DII) messages.  Based on the information in the PSIP structure and in the directory messages, receivers may acquire all or only a subset of the modules in a broadcast data stream.

The modules in a carousel are carried as the payload of one or more DataDownLoad DSM-CC messages. If a module is bounded in size the module description will indicate the total size.  If the carousel is being used to stream asynchronous data, the module size is set to zero.

The DSM-CC download protocol may also be used to convey non-streaming synchronized data. This mode is supported by adding time stamp information in the DSM-CC adaptation header in the DownloadDataBlock () message conveying the data. Synchronized DSM-CC modules follow timing requirements such that the data within the stream can be played back in synchronization with other kinds of data streams (e.g. audio, video). This mechanism is not intended to support transmitting individual data streams that require continued transmission bandwidth in a channel. Rather, it is to support an event-based timing model where events have a reasonable separation in time.

Data Piping


Data piping is a mechanism for delivery of arbitrary user-defined, asynchronous data inside an MPEG-2 transport stream multiplex. Data is inserted directly into MPEG-2 transport packets, and none of the defined section, table or PES data formats are used to structure the data. In other words, no MPEG defined methods exist for fragmentation or reasssembly of data sent in this manner and all data is application defined. Likewise, all data delivery rules are also application defined and header bits such as the payload_unit_start_indicator are interpreted in a service specific manner. Data can be sent at any rate supported by the broadcast multiplex.

Service Description framework

The Service Description Framework (SDF) is a mechanism to provide a description of ATSC Data Broadcast and Interactive services. The SDF relies on standard mechanisms defined in (3).  The main elements of the SDF are two tables called the Service Description Table and the Network Resource Table, and the use of two types of DSM-CC defined structures, the Association Tag Descriptor and the Tap data structure. Below is a simplified walkthrough of how the SDF uses the Service Description Table in conjunction with the Association Tag Descriptor and Tap:

1. An Association Tag Descriptor (ATD) is inserted in the inner descriptor loop of the Program Map Table (PMT) in association with the elementary_PID value which references a Data Service stream. The ATD has a field,  association_tag, which is used to uniquely identify a data service stream in a transport multiplex. As will be described in the steps below, this identifier allows an application to be associated with data referenced by a particular PID in an MPEG-2 transport stream, or a connection on another network outside the MPEG-2 transport stream.

2. A Service Description table (SDT) for a data service is constructed and transmitted. The SDT provides a description of a data service comprised of one or multiple receiver applications. A data service may also consume more than one data stream. Each application that a data service requires is identified inside the SDT. Mechanisms are also provided to identify if the data is bootstrap data containing an application which must be downloaded first, or download data for an existing application.
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Figure 3. Service Description Framework data flow

3. The Service Description Table provides information to allow the receiver to associate applications with a data service. This is accomplished by including a Tap structure with each identified application. Inside the Tap is a field, associationTag, which corresponds to the association_tag value contained in the Association Tag Descriptor. This allows a binding between an application and the data referenced by a specific PID.

In a fashion similar to the above, an application can be tied to a network resource, identified in the Network Resource Table (NRT), which is outside the MPEG-2 transport multiplex. The Network Resources Table provides a list of all interactive and external broadcast connections used by the data service. Each of these connections is described by a Resource Descriptor structure as defined by (3).  Each Resource Descriptor features an associationTag value providing a unique identification of the logical connection. This associationTag is matched to one or several associationTag values in a Service Description Table.  An example of this would be associating an application with an Internet address where it may conduct electronic commerce.

The SDF provides great flexibility to content providers in supporting both simple and very complex data services. While the SDF is not considered a data transport mechanism, it is an integral part of most data services.  Figure 3 provides a block diagram of the Service Description Framework.

Buffer Model and Profiles

A Transport System Target Data Receiver (T-STD) Buffer model is necessary to regulate the delivery of data streams to data receivers. Without such a buffer model, multiplexers in an emission station are not provided much flexibility for implementing synchronization of data with audio or video elementary streams. Furthermore, without a buffer model, memory size as well as data throughput requirements remain unbounded in data receivers. To avoid this undesirable situation, the specification defines a Transport System Data Receiver model for each of the asynchronous, synchronous and synchronized data delivery modes. 

The ATSC Data Broadcast Services specification includes the definition of four data service profiles named G1, G2, G3 and A1. G1, G2 and G3, which correspond to a data service of up to 384 Kbits/sec, 3.84 Mbits/sec and 19.2 Mbits/sec, respectively. The profile A1 corresponds to an opportunistic data service of up to 19.2 Mbits/sec. An opportunistic data service is a data service for which no transmission bandwidth has been provisioned in the emission station. Rather, data is transmitted on a best effort basis based on the instantaneous bandwidth available in the MPEG-2 Transport Stream.  
The T-STD buffer model for synchronous and synchronized services includes a 512-byte Transport Buffer followed by a 4096-byte Smoothing Buffer. The leak rate at the output of the smoothing buffer is the data service profile rate. In addition, the model for synchronized data streams includes a Data Elementary Stream buffer ensuring the timely and controlled delivery of Data Access Units to DTV Data receivers. In effect, the buffer model fragments any Synchronized Data Elementary Stream into a series of Data Access Units (DAUs), each having a distinct MPEG-2 Presentation Time Stamp (PTS) [1]. The PTS associated with a DAU specifies the instant in time at which the DAU is synchronized with the video or audio elementary stream. The nominal DAU size is 40040 bytes. The size of the Data Elementary Stream buffer is 120120 bytes to accommodate occasional larger DAUs. The minimum time separating two consecutive DAUs is 5.561111 milliseconds. The buffer model provides several benefits including: 1) providing emission multiplexers with flexibility in policies for implementing synchronization of data streams with video or audio events 2)  providing receivers with upper bounds on size of data to be received 3) providing receivers with upper bound for throughput required to transfer data.

The definition of Data service Levels is based on the size of the Data Elementary Stream buffer. At this point, only four levels are recognized, namely level 1, 4, 16 and 64 corresponding to a buffer size of 120120, 480480, 1921920 and 7687680 bytes, respectively. Higher data service levels map to larger Data Elementary Stream buffers. If more than one synchronized Data Elementary Stream is used in a data service, the Data Elementary Stream buffer is split uniformly among all synchronized, streaming and non-streaming, data elementary streams used in the service. Therefore higher data service levels can be used to deploy data services using multiple data elementary streams with large DAU sizes. In effect, integrating a synchronized data elementary stream into a service with a single or multiple synchronized data elementary streams can be achieved by simply changing the data service level. Levels also determine required throughput in DTV data receivers. A level 1 data service corresponds to a 172.8 Mbits/sec throughput, which is less than the standard 200 Mbits/sec transfer capability available on a standard 1394 connection. 

Summary

The proposed S13 specification provides a set of flexible capabilities. This includes the following:

· The application signaling information is part of the data service. This provides flexibility to content providers who can choose how large and how frequent application discovery and binding information should be. It also promotes responsible usage of bandwidth since this information is an integral part of the data service and not of PSIP. The application signaling framework does not impose the implementation of a particular protocol stack in a receiver for the sole purpose of discovering applications and binding them to data streams.  

· The Service Description Framework provides an easy access to the association tag values thereby allowing head-end equipment to manage these fields efficiently. Association  tag fields appear in the Data Service Table, the Network Resource Table and the PMT only. In particular, they do not appear in the data service itself.

· The specification includes a buffer model for synchronized data services.  The most important function of the buffer model is to regulate the transmission of synchronized data streams to receivers. It also provides multiplexers with the tools to implement synchronization of data with video in a reliable and predictable  manner. The buffer model is at the basis of the definition of data service levels. It also defines minimum memory requirements in data receivers. It also specifies the minimum data throughput in data receivers.  Finally, the buffer models was designed to allow multiple applications belonging to the same service to be run concurrently in a data receiver.

· The specification makes a difference between streaming and non-streaming synchronized data services.  Non-streaming, synchronized mode supports transmission of time-sensitive data while making use of the MPEG-2 protection layer.  In this case, receivers can detect or correct errors that may have occurred during transmission. 

· The ATSC T3S13 specification is compliant with amendment 1 to ISO/IEC 13818-6 MPEG-2 International standard (DSM-CC).  This includes the mechanism for numbering  the downloadInfoIndication messages of the DSM-CC Download protocol.    

· The specification includes new DSM-CC resource descriptors for broadcast and interactive services. An amendment to DSM-CC has been proposed to make these descriptors standard DSM-CC descriptors.  

· The specification restricts the use of DSMCC_addressable_section structures to align the syntax with the MPEG-2 System definition of the short format of private sections. This restrictions guarantees that DSMCC_addressable_section cannot break existing receivers which may use an MPEG-2 short section parser to acquire addressable sections.

· The specification includes the capability of announcing future data services. Future data services are data services that are announced weeks or even months in advance (special promotions, pay-per-view services for example). A future service is not required to be associated with an audio/video event. 

· The specification includes the capability to announce in PSIP a data service that is related to one or several audio/video programs and yet does not share the same schedule as the original audio/video program(s) schedule.

· The specification can easily be ported to an environment that may not use all PSIP elements. Under SCTE, the data broadcast specification is currently registered as document DVS 161. 
 References

1. ISO/IEC IS 13818-1, International Standard (1994), MPEG-2 Systems.

2. ATSC Standard A/53 (1995), ATSC Digital Television Standard.

3. ISO/IEC 13818-6, International Standard (1996), MPEG-2 Digital Storage Media Command and Control.

4. ATSC Standard A/65 (1997), Program and System Information Protocol for Terrestrial Broadcast and Cable.

5. Schulzrinne, H., Casner, S.; Frederick, R., and Jacobson, V.  RTP: A Transport Protocol for Real-Time Applications.

_988779437.doc


MPEG-2 Transport Stream







Section-based data







PSIP







Addressable







 Sections







DSM-CC







Data







Download







Datagram







Encapsulation







PES







A







V







D







Data







Piping







Applications and other data services







SDF












