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Abstract—We study the problem of data-driven routing and A second unique property of sensor networks resides in
navigation in a distributed sensor network over a continuots scalar - their great potential in allowing seamless interactionseen
field. Specifically, we address the problem of searching forhe users and the physical world. In many civilian and military
collection of sensors with readings within a specified rangeThis S . . .
is named theiso-contour query problem. We develop a gradient applications, the users ope.rate in the same SPaC‘? in VYmCh .th
based routing scheme such that from any query node, the query sensors are embedded. This allows novel appllcatlons inhwhi
message follows the signal field gradient or derived quaniiés real-time sensor data is quickly delivered to users of egefor
and successfully discoversll iso-contours of interest. Due to the appropriate response and actions. All of this eventuakiylse
existence of local maxima and minima, the guaranteed delivg 1 5 gmart environment that could revolutionize the way we

requires preprocessing of the signal field and the construan of . . . .
a contour tree in a distributed fashion. Our approach has the observe, interact with and influence the physical world.

following properties: (i) the gradient routing uses only lacal node In this paper we look at the iso-contours of a scalar signal
information and its message complexity is close to optimalas field represented by sensor data, together with a local gmadi

f5h‘|3_W“ by simhulationz; (ii) fthe greprocgss;:ng message comiity  gascent routing scheme, with which the users can navigate in
Is linear in the number of nodes and the storage requirement . . - .
for each node is a small constant. The same preprocessing @ls this signal field with guaranteed success.
facilitates route computation between any pair of nodes whe the  |so-contour related queries. For a continuous field, an iso-
the route lies within any user supplied range of values. contour at an isovalue is the collection of points with value
|. INTRODUCTION equal tox. In a discrete sensor network, this is often approx-
. . imated by the collection of sensors with readings suffityent
Wireless sensor networks have shown great potential for PrQ : .
close tox. The iso-contours encode spatial structures of the

viding dense monitoring and sensing capabilities with n%desilgnal field, such as boundaries of the hot’ regions thaiciate

cost.anq management effort. In many typical Sensor.n?twocgverheatmg or a fire, or pollution dissemination that may
) ) . . r}lequwe special treatment. The signal field can also be theygn
ronment to provide good coverage at fine sensing resolutions : .
- . ._map or traffic load on the networked sensors, and thus the iso-
Existing work has established many fundamental mechanisms T .
contours are related closely and provide information allogit
for sensor deployment to ensure coverdtje[4] as well as

- . . general health of the network or its traffic bottlenecks.
energy efficient networking functions to collect data frdrege : . L
nodes A few papers have studied compression, approximation and

gregation of iso-contours with space-efficient datactines,

There are two fundamental aspects of sensor networks tﬁ% heir d | :
differentiate them from other types of wireless networksstk when Sensors rgport their at‘?‘ along an aggregatlon sneuptu
the base statiof]-{7]. In this paper we are interested in

it is the data from the sensor nodes, rather than the netW(B?k work dat : d th fi i ;
nodes themselves, that is of most interest to the users.gwHijj NEWOrk data processing an € usage ot 1so-contours 10

many wireless networks, such as wireless LANS, cellulas ndjavigation in the signal field. Consider a scenario in which

works, and ad hoc mobile networks, focus on supporting lowENSors anq users (such as rescuers or patroll officers) are
latency end-to-end communications and maximizing thmstembedded in the same physical space. Users with hand-held

throughput, sensor network designs are often tailored rtdmvadev'ces communicate with nearby sensors to obtain dimregtio

their target application and are bound tightly to the phaisim- to places that _requir_e _attention or service, indicated _I:Ey th
vironment that they are supposed to monitor/sense. In tre m SNSor data bemg within a SPeC!erd range. We consider the
prevailing applications of environmental monitoring, sers ollowing two routing and navigation functions:

measure readings of the physical space, such as temperature Iso-contour query from a query nodey, find the iso-
pressure, chemical concentration, and many others. Sugh ph  contours at valuer, or count/report iso-contour compo-
ical quantities often exhibit continuity properties ovgrase nents at given value/range.

and/or time. Thus the smoothness of the physical signal, field « Value-restricted routingfind a path from a source node

and the spatial correlation of discrete sensor data, nbtura  to a destination node with all values on the path within
suggest possibilities for data compression and exploitafibr a user-specified range. This can be used for navigation of
efficient system design. packets in the network (e.g., avoiding sensor nodes with



low energy level), or navigation of objects in the physicahinima and saddle points) represents the global topolodglyeof

environment (e.g., avoiding traffic jam). signal field. Thus, in order to make the local greedy descend
For both problems, we are looking for efficient solutionglgorithm always work, one needs to augment it with a compact
without flooding all the nodes. The paper is tailored to thpresentation of the critical points and their relatiopsh

iso-contour query as it best demonstrates the basic idel, Whur contribution. We propose to investigate distributed algo-
which the value-restricted routing can be answered easily. rithms to pre-process the iso-contour structures of thaasig
Gradient descent routing. The most intuitive solution for field by what is called theontour tree[13], using which a gra-
iso-contour queries is to use gradient descent, by exptpitidient routing scheme can successfully discalkiso-contours.
the natural continuity of the signal field. Starting from thén short, a contour tree is a tree on all the critical pointshef
guery nodey, the query message can be greedily guided eithgignal filed and captures the topology of the iso-contours. |
downhill or uphill, depending on the comparison of the vatie a special case of thReeb graphn Morse theory[14]. Take
g and the target value. This greedy descent routing is simpleFigure 1 as an example, the right figure shows the topological
and requires only local knowledge. Thus it has been exploredntour tree consisting of eight vertices, correspondintvo
in a number of settings for low-cost data-centric rout[8g- local maxima, three local minima, and three saddle points. A
[12]. Greedy descending/ascending can typically lead the quegntour tree captures how the connected components of the
message to one iso-contour, unless the query message seaisioecontours merge/split as we increase/decrease theligov
a local minimum or local maximum, in which case the query We propose an algorithm for the construction of the contour
gets stuck. Indeed, using simple gradient descent for an is@e in a fully distributed manner. The basic idea is similar
contour query has a serious defect: the signal field may haeethe centralized constructioft3], [15]-[17] But we need
multiple peaks and valleys, and greedy descending dissovey account for numerous robustness issues due to local noise
at most one iso-contour, and is not able to discover all of t@&d degeneracies, and lack of global coordination. We use
iso-contours due to the existence of local optima. distributed sweepgs], initiated at local maxima and minima to
identify the saddle points and nodes on the saddle cont@xt N
an information dissemination phase following the contoeet
structure distributes necessary information for gradiscent
routing. The preprocessing involves all together four asuof
sweeps of the signal field and has a linear message complexity
The invariant we maintain on a node is the max/min
value in the interior and exterior of the iso-contour comgmin
through each poinp. This represents only a small constant
storage requirement at each node. For iso-contour quéhies,
gradient descent routing alternates between two opesafipn
at a node on some saddle contour, it checks the split/merged
@ local maximum e local minimum ® saddle point contours and send one or two (if necessary) messages to the
Oquery node — descending path-- query trail new connected components. (ii) at other nodes, the query

Fig. 1. The level sets of a signal field and the contour tree spanriing J1€SSage éither follows an iso-level or follows gradienease

the critical points (in the right). The figure also shosssnedescending ing/descending path to reach the desired contour. The ggradi

paths connecting the critical points. routing only uses information stored at a node itself andyeve
Figure 1 shows an example of a potential field by drawirf@uting step is justified, in the sense that there will dedigibe

its level sets. Red colors mean hot and blue colors mean cdldgontour discovered for each query message. Thus no effort i

We also show all the local maxima, minima and saddle point§asted. Our simulations show that the gradient routingee!s

A greedy gradient routing from a query nogdooking for a Ccomparable message complexity, when compared with the

desired level contour will follow the local gradient andngh Minimum spanning tree covering the iso-contour components

up the mountain. Once the query reaches the desired leve{Vitich is at most twice the length of the minimum Steiner tree,

can locally trace out one contour, e.g, the contour on thie |&f€ optimal solution if the global knowledge about the entir

peak in the figure. However with only local information thesignal field were available.

query does not know whether there are other peaks and if s\t the same time, the same contour tree permits a scheme

where they are. for restricted value routing, and a labeling scheme such tha
The difficulty here is that the greedy gradient routing igalidity of a restricted value route request can be detegthin

completely local, while iso-contours reflect the globaldlmgy simply from the labels of the source and destination nodes.

of the signal field. This is a general problem in navigatiothwi Intuitively, the spatial structures of the signal field argirely

a potential field, as has also been studied in robotics: witip o captured by the contour tree, and low values paths in the field

information about the local potential one lacks the bigyiet can be mapped to a low value path on the tree.

of the signal field which is important for guaranteed success Lastly we note here that in this paper we only consider a

In particular, the collection of critical points (local mea, static signal field, because the problem for a static sigakl &




already quite challenging. In practice, as the signal estwer « in the contour tree, then we sayis on arca. In Figure 1, the
time we can periodically execute the contour tree consbmct iso-contour at the query value has two components, the left
phase. The maintenance of the contour tree for a time-vgryicontour stays on the atéC' and the right one stays on the arc
signal field will be future work. BC. If we embed the contour tree in the domain by representing
each edge with a monotonic path connecting the correspgndin
critical points, it can be verified that this mapping is caotus
Given a continuous signal fieldl, theiso-contour(aka.level and the contour tree is a retract of the original domain under
set9 at anisovaluex is the col_lection of pointp with value this mapping.
F(p) = x, and may have multiple connected components. We |, 5 sensor network the continuous signal field is sampled

denote byC' one connected component of an iso-contour ang, giscrete sensors. To compute the contour tree in theedéscr
by C(p) the connected component containing ngde setting, we have the following challenges:

As we decrease the isovalues from the global maximum to  ~ e " . . .
the global minimum, the connected comp%nents on the is?ygcal identification of critical points. In a continuous signal

’ : : ield, a critical pointp is a point with all partial derivatives

contours may merge _togeth(_ar, split, emerge, or @_sapphaseT vanishing atp Ir? a sgnsor n%twork we car? easily identify the
changes happen atitical points such asocal minima local local maxima. and local minima. A local maximum (minimum)
maxima and saddle points The contour tree captures such ) . ' .
topological changes of the iso-contours. In a contour &eeh has all the neighboring values no greater (smaller) thasif.its

node corresponds to a critical point, and an arc in the cant gowever, it is not easy to identify saddle points, which have

tree connects two critical points. In particular, as wetdtam a;gervsrr]lgnsmzllgg Vr?(l;fehsa'ne'tieﬂifrh?ooggfgfs'Z?g:ltne;??]; o
+oc and decrease the isovalue, way. w v : v

t a local . ; ‘ ~accurate locations (say, the neighbors may switch theiulang
+ ata‘ocamaximum, a contour component €merges, ordering), identifying a saddle point robustly is not st
« at a local minimum, a contour component vanishes;

¢ 4dl it t i N it forward. In our algorithm, the saddle points are discovered
+ atasaddle point, two contour components merge into o E)ng with the construction of the contour tree, as the nodes
or one contour component splits into two (see Figure

. . here the contour components merge.
In the first case, there are two branches of the iso-contour P 9

eminating from the saddle point, representing the twgistributed construction of the contour tree. The con-
components. Such a saddle point is callederge saddle struction of the contour tree of a piecewise linear mesh has
(with respect to decreasing isovalues). The second c&en studied beforl3], [15]-{17], [19] The best algorithm
with respect to decreasing isovalues is callaplit saddle achieves a running time ab(nlogn) on a piece-wise linear

(For increasing isovalues, split saddles and merge saddig&face withn vertices and can even be made to be output
are interchanged.) sensitive[16], [19]. However, these algorithms are centralized

and are not appropriate for low-cost in-network processing
distributed sensor network. We propose a distributed dtgar
that involves four passes of sweeps, to be explained inlgetai
in subsection 1I-B. Thus the construction costs rougtty
message transmissions. After the preprocessing phasiegtad
based routing with guaranteed success for iso-contouliegier
can be performed any node in the network.

0 i Handling noi_ses and plateau regionsAn important pra_lctical
Fig. 2. @D indicates a local maximunt> indicates a local minimum. issue regarding contour trees for a sensor network is tfeat th
® indicates a saddle point. Dark colors mean larger valueseWWhsensor data is a noisy approximation of the underlying simoot
we start fromoo and decrease the isovalue, at a saddle point, (i) t"fignal field, due to sensor inaccuracy, hardware noiseTates
contour components merge into one; (ii) one contour COMMOSEIS  there could be many more local maxima and minima in the
Into two. sensor data than the the original (unknown, smooth) sigeldl fi

It has been proved that the merging and splitting of contowe propose two methods to handle this. First, we will locally
components are indeed represented by a tree. Further,uvithgmplify a contour tree by using topological persisteriza.
degeneracy (no two saddle points have the same valuesjgla I@mall bumps will be chopped off. Second, we will not keep the
maximum or a local minimum has degree 1; a critical point hastire contour tree at each node but rather only keep enough
degree 3. To visualize, we place the vertices of a contoer trgnformation for gradient routing. Thus, local optima due to
i.e., the critical points, at the height levels of their veduA noises in the measurement only influence a small neighbdrhoo

merge saddle has a 'Y’ shape and a split saddle has an inveggd are ‘invisible’ to queries from far away regions.
'Y’ shape. Then we can map contour components in an iso-

contour at valuer to the points obtained by cutting the tree a’tA' Notations

level z. The contour component through a saddle is mapped toBefore we describe the algorithm, we first state conceptuall
the saddle vertex on the tree. Thus, at a pgirih the signal what we want to achieve with the contour tree construction
field, if its contour component'(p) is mapped to a point on arcand what we want to store at each node. An example of a

Il. CONTOUR TREES ANDGRADIENT ROUTING




contour tree is given in Figure 3 (i). A node on an arcAB conducted by a sweep algorithm, similar to the ong1igi.
has a contour component(w) in betweenC(A) and C(B). Without loss of generality, we explain the details with theesp
The contour component’(w) decomposes the entire signatop down. A node has itsigher (lower) neighborss the subset
field into two components, thiaterior and theexterior, corre- of neighbors with value strictly higher (lower) than itself
sponding to the two subtrees whenis removed. The interior Each sweep is initiated and labeled by a critical node (a
contains the critical poin#l, which is reachable from¥'(w) via maximum, minimum or a saddle node). A node identifies itself
a gradient ascending path. We cdltheascending saddléfhe as a local maximum if it discovers that all its 1-hop neiglsbor
exterior contains the critical poin®, which is reachable by a have value no greater than itself. It then initiates a swegp t
gradient descending pati is called thedescending saddle down. The sweep algorithm runs in a distributed fashion on
Ndwthe nodes. A node has two possible stat¥geptand not
swept Each local maximum node initializes itself as a swept
node. When a node has all of its higher neighbors in the swept
state, it changes itself to be swept. The nodes who parteipa
in the sweep do not need to be synchronized and advance the
sweep frontier with their local knowledge.
In the sweep initiated by a local maximum the sweep

(i) message carries the tudle F(p)), i.e., the node ID and value
Fig. 3. (i) A contour tree and the interior &f (w) shown in the bounded of 5, Each node being swept will keep this information, as well
region; (if) merge tree; (iii) split tree. as from which nodes it received this information. We define a
we will state what is needed to store at each node for gradiele@scending patlas a path in which each node has a value no

descent routing with success. greater than its precedent. During the sweep the informatio
At a nodew (not on the contour component of a saddle), wabout a local maximum is propagated along descending paths
will store four values: from p. In addition, each node swept learns ascending pointers
o IT(w), I~ (w) correspond to the maximum and minimunwhich eventually lead to the local maximum.
value in the interior ofC(w); If a node gets two sweep messages from different local
o Et(w),E~(w) correspond to the maximum and mini-maxima, this indicates that two contour components start to
mum value in the exterior of’(w). merge. Thus a saddle should be identified. Since the nodes

This information is to guarantee that when we send a queiglvance the sweep frontier in a distributed fashion, it may

message either uphill or downhill, we know for certain th&iappen that two nodes at the same time both receive the sweep

there exist some contours for which we are looking. messages from two peaks. Thus we will need to define a saddle
For the consideration of easy navigation with the contotigorously and resolve the ambiguity.

tree, each node also keeps information about the contoats

split offfmerge together at theiascending merge saddier s iq one with highest iso-value with two descending paths f
descending split saddléTake pointp on the arc2A and  giarent critical points (other merge saddles or local i),

its descending split saddld in Figure 3 (i) as an example.’-_e_, it receives two sweep messages from different ctpionts.
The contour component’(4) is the union of two contours

C1(A) and Cy(A) splitting up soon. Thus we keep at eacNotice that this definition is recursive in nature. A mergedia

tIlflefinition 2.1. We define a node to beraerge saddle nodéit

nodeu € C(p), is precisely the first node when two contour components merge
« the maximum/minimum values of the interior/exterior oftS shown below.
both Cy(A) and Cy(A); Lemma 2.2. For a merge saddlg of two critical node®, ps,

« gradient descending pointers leadingto(A) andC>(A).  jf we remove the sensors with values strictly smaller tidn),
This information helps us decide before we reach a saddifd obtain a subgragtf, theng is the cut node oy’ (removing
contour, whether it is worth visiting one or two of the contouy will result in two or more disconnected components.).
components that split off of it and if so, how to get there. . ) o

To summarize, each node only keeps a small constant amount Prqof. First, defineL; (L) as the set of nodes i6” with
of information. Next we will explain how to get this informa-ascending paths tp, (p). We claim t/hatLl and L, has c/mly
tion. In the rest of this paper we assume a dense deploym@ﬂfieq in C(/)mfnon. If o_therW|seq 74 €L QL?' Sinceq s
of sensors in which each nodehas an value(u). The nodes @N0deinG’, ¢’ has a higher value than Now this contradicts
have a communication grapi that models the pairs of nodegith the definition thag is the saddle node. )
who can directly communicate with each other. We assume ndyow we argue that once is removed fromc”, then the
two sensors have the same values, if they do, ties are broﬁ?ﬁ of nodesl,; is disconnected fronL,. Suppose otherwise,

by their IDs (the one with higher ID is considered larger). that the_re are wo nodes, € Ly, 22 € Lo .and a pathp
connecting them that does not go througiThis path? must

B. Sweep to identify saddle points use nodes other than thoselin U L. Now take the first node
The construction of the contour tree and the spread oh P coming out ofx; that is not inL; U Ly, denoted byy;.
information about the peaks/valleys of the signal field aMyithout loss of generality we can also assume thats just



next tox; (otherwise taker; to be the preceding node gf). fromw is suppressed if it hits a nodewith a traversal message
Now we must haveF(y;) > F(x1), sincey; is not in L;. from a winning potential saddle’ (with higher value) for the
Now take an ascending path from, it will lead eventually to same two peaks: stops forwarding the message framThus
either a local maximum or a saddle, denotedphy Thus the the traversal fromu will stop because it either visits all the
nodeq cannot be a merge saddle with, p2, since there will nodes inC(u) or if u loses to some other potential saddle.
be another saddle gf; andps, which is at least higher than  During the message dissemination, a backward pointer is
nodey; andgq. This shows a contradiction. B cached at each node in the traversal. Thus a tree rooted
We also remark that with a top-down sweep we do neft », namedT(u), is established and used for information
identify the saddle when one contour component splits wtd t aggregation and fow to learn about whether it wins and
— the split saddles will be discovered when we do a bottom-ecomes the real saddle, or whether it loses the competition
sweep from local minima, in a completely symmetric fashionn particular, a leafw in this aggregation tree will return to
Now we show how the merge saddle node is identified ini& parent ‘loser’ ifw has another winning traversal message,
robust and efficient way. A node who is not a local minimuratherwise return the sweep message it has received. If aigode
and first receives two sweep messages from different peaks yet swept, it waits for its sweep message before it report
P, P, will promote itself to be apotential merge saddle back. An interior node in the aggregation tree returns to its
S(P1, P). In a distributed setting we need to worry abouparent the union of the messages from its children. Now the
two issues: (i) two nodes, v (or more) may become potentialpotential saddle node becomes the real saddle fpr, po, if
merge saddles (P, P») for the same two peaks. In this casi) it does not get the ‘loser’ message from its aggregatiee;t
only the real saddle node (the one with highest isovaluedisho (ii) all nodes inC(u) are swept byp; or ps.
survive. (ii) it may happen, if the sweep frontier does not The new saddle will start with a new top-down sweep and
proceed in the same speed, that the lower saddle may tRgy propagate the tupl@, 7 (q), M (p1, p2)), whereM (p1, ps)
discovered before the h|gher Saddle, as shown in Figure 4. indicates thaq is the merge saddle of two critical po|m§’ Pa.
& ‘ All the nodes inC(q) are considered swept hyand the new
\ sweep moves forward.
Notice that the sweep from a merge saddles distinct
===\ (S, from the sweeps frompy, p2. In fact, the merge saddle and
E % all the nodes who receive the traversal message fiodo
not forward the sweep fromp; or p, anymore. In the case
Fig. 4. If the sweep fromP, proceeds faster and reachgs before it when a nodew has already forwarded the sweep frgm
reachesSz, thenS; will notice it is a potential saddle fof(P1, P2). or p, by the time it gets the traversal message, it simply
The correct contour tree should have the sadfile¢o be the merge participates in the new sweep @f Notice that again we do not
saddle forP, 5. require synchronization. The old sweeps froprandp, cannot
The two problems will be resolved by the traversal gbropagate very far fronC'(g), sinceq stopped participating;
contour component, described below. Once a nedeecomes thus,¢'s lower neighbors cannot possibly be swept, and so on
a potential saddle for two peaks, po, it starts to traverse the and so forth.
contour component’(u), defined as, If the merge saddle also happens to be a local minimum
(in a setting with low discrete resolution),is in fact a merge
saddle, a split saddle, and a local minimum all by itself. One
trouble this may potentially cause is that the old sweepsifro
p1 andp, may propagate without being dragged behindgby
since ¢ does not have lower neighbors. The system however,
will eventually arrive at the correct state, since the swigem
saddleg will overwrite the old sweeps from, ps.

S sweep frontier

Definition 2.3. The contour componerit(u) for a nodeu is
defined as the set of nodes that have values alitvg and
have a lower neighbor lower thaf(u). If u is a merge saddle
for two critical pointspy,p2, then C(u) is partitioned into
two component€’; (u), Cy(u) (sharing only node:) that have
ascending paths ta , p, respectively.

- 5’5':";;.3::'1..‘_ -,-":7:5,;?:’&'.5,3 The traversal also resolves the second issue mentioneé.abov

Mo A oy . A X A )

.?_-;.-'2‘.'-‘:3:,‘!-’.3 .;.f-,; Rk ";" ':‘::5-'5‘ In particular,S; cannot win before the saddlé, successfully
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"':'c"'"i"'-.':?‘ '.""“.';:-:_:,.. _.q_?o:_-f'.?,l.:z. ey identifies itself and proceeds with its sweep — this is beeaus
L 1]

S1 will only get its aggregated message when all the nodes
in C(S1) have been swept, an®, and its descendants cannot
be possibly swept before the saddie is done. During the
aggregation phase fof;, S; will learn about the sweep
Fig. 5. A merge saddle (shown as the triangle) and its contomessages orC(S;). A subtle issue is that some nodes in
component (in red). C(S1) may considered them swept @ and reportP, back
Thus a potential saddle nodesends the tuplép;,p2) to the to S;. Thus.S; learns that some of the nodes are swept by
nodes inC(u). To resolve the first issue that several potentigl, = M (P», P3) and some nodes are swept By or P alone.
saddle nodes compete for the real saddle, the traversabhges®Now S; un-sweeps the nodes only swept By or P; and will



only proceed to be the real saddle fér, S when all the nodes This is done by information dissemination along the contour
are swept byP;, Ss. In this caseS; is initially proposed to be tree. By symmetry, we first explain how a node learns
a saddle forP;, P, but eventually becomes a saddle®f, S about the maximum value inside the interior/exterior of its
when it wins. contour component. Suppose thatis on an arcAB. Recall

To summarize, If there are two nodes both identifyinthat the interior ofC'(w) corresponds to the subtree containing
themselves as a merge saddle, then the one with lower valloe ascending neighbot, when C(w) is removed. Thus the
will be swept and corrected (i.e., removed) eventually. maximum of the exterior (interior) af'(p) for a local minimum

. ) (maximum)p is its own value.
Lemma 2.4. With the algorithm above, there cannot be tWo \yg gxplain the basic operation by using the contour tree. For

nqc_ies both identifying thems.elves as the merge saddle of 190 arc e, the removal ofw € e leaves two subtrees;, andT,

critical nodes. Thus the algorithm defines a unique cont@er t o 1 aximum value iff", is sent through the arc, by a sweep, to

structure. T,, and vice versa. In particular, we specify the dissemimatio
After the top-down sweep, we have identified all merg@iles at saddle points. See Figure 6. First, examine a merge

saddles. By symmetry, we perform another sweep bottom-up Ir I I;  |max(Ef, EY)

initiated by local minima. Thus, after both sweeps we idgnti AN ‘ T

all saddle points and all nodes on the contour components (L B )\ p

N/ /max(I}, Ef)

. : . g + o+ i
these saddles, thereby obtaining inherently the entiréocon A f max([y7, B )// \\mdx(];a EY)
tree structure. E5 [ max(1F, 1) Ef Ef
0) (ii)
C. Construction of the contour tree Fig. 6. Information dissemination on (i) merge saddle; (ii) spéitdle.

In this section we will extract the combinatorial contowedr saddlep with two incoming arcs;, e and one outgoing arc
after the saddles are identified. Notice that during topftoves. Suppose by induction that the maximum is already learned
and bottom-up sweeps we have identified the merge tree (onaadd propagated along the ares ez, e3 to saddlep, as shown
local maxima/minima and merge saddles) and the split tree (oy I;", 1,7, B3 in the figure. The contour compone@t(p)
all local minima/minima and split saddles). We will combindas two components| (p), C2(p), corresponding to the nodes
them to the contour tree such that each critical node leasnswith ascending paths along andes respectively. Now for a
parent/child on the tree. Figure 3 (ii) (iii) shows the metge nodew,

and split tree, respectively. o if we Ci(p), w sendsE;” = max(I, E , F(w)) along
We use descending and ascending paths to discover the the bottom-up sweep aofi;

contour tree. Starting from a merge sadgdle= M (P, 1), o if we Cy(p), w sendsEy = max(I;, E5 , F(w)) along

we follow ascending paths towardy, P, respectively. If the the bottom-up sweep af;

ascending path towardd, reachesP; before it hits any other « if w € C(p), w sendsl; = max(I;", I;7) along the top-

critical contour level, therp will consider P, its parent in down sweep oks.

the contour tree. If the ascending path towafdshits a split This says that the nodes 61¢) will initiate a sweep bottom-up
saddle contouss, thenp will consider S as its other parent in a|ongel andeQ, and a top_down sweep a|0|ag and propagate
the contour tree. Similarly also sends a descending path angiformation as shown in Figure 6(i) accordingly. At a split
|dent|fy its child in the contour tree. The Operations forpiits saddle, information propagates in a similar way as shown in
saddle, maximum/minimum are very similar and not repeatqqgure 6(ii). We do not repeat here.

The operations require that an ascending path does not crosgotice that we do not need close synchronization among
a split saddle contour without noticing it. This is guaraute these sweeps. In particular, the bottom-up sweepesrin
by the definition of a contour component. Suppose that in @gure 6(i) can start when both” and E; are done, even
ascending pathr has valueZ(z) < F(q), with ¢ as a split if the sweepl, is not finished yet.
saddle node, and the next node on the paltias value? (y) > The information dissemination phase is initiated by theloc
F(q).- Thusz must be on the saddle componé(y), because minima and local maxima. A local minimurp initiates a
x has a value belowF(q) and has a neighbgr above it. This bottom-up sweep with valuB* (p) = F(p). A local maximum
guarantees that the contour tree will be detected precely; initiates a top-down sweep with valde (p) = F(p). Along
the combination of the merge tree and the split tree. each arc there are at most two sweeps in different directions
In addition, the dissemination of both the minimum and the

) ) ) maximum can be integrated in the same sweep so that the total
With the contour tree constructed, we will need to dissemigst for this phase is roughBn.

D. Information dissemination

nate information such that each nodelearns For navigation purposes, we will also disseminate informa-
1) the maximum/minimum valud,* (w), I~ (w), inside the tion such that a node traveling in a gradient ascend path can
interior of its contour componen®(w); easily find ways to each of the two peaks that will split up on

2) the maximum/minimum valueE ™" (w), £~ (w), inside the upcoming merge saddle(so that we do not need to reach
the exterior of C'(w). the saddle to decide). Specifically, each node&®(p) records



its hop count withinC; (p) from the saddle. This is called its algorithm to find them. The main idea is to send the query
index. For a nodev with p as its ascending merge saddle, imessage along the contour tree, possibly splitting at niater

w has higher neighbors with ascending pointergtpthenw branches, and discover all components of the iso-contour of
has an ascending pointer t9 and its index is the minimum interest. At the query nodeg

of the indices of those higher neighbors. A node may have
aspending pointers to bom,pg, for example, the sa(_JIdI_e node to follow the gradient uphill.

P |tsellf and.all the nodes Wlth. ascen_dmg pathgt&Similarly o If E¥(q) > 2 > E~(q), thenq initiates a query message
we disseminate the descending pointers along the ascending g foliow the gradient downhill.

paths from a split saddle until the next critical contourisTh ] ] ]
information sweep can be combined with the previous swe¥yf first explain the ascending query message fgotha query

thus it does not incur extra cost. message hits a node with isovaluez, it will then start a

To summarize, the total communication cost is bounddiversal along the contour componéhtw). This is done by
by the cost of sweeps, and the cost of traversing the sadH]é Same algorithm as explained earlier. At the same time, we
contours. In the ideal case when the saddle contours do At N€ed to check at whether it is worth getting even higher
severely overlap and the sweeps are stopped in time by tfe— it i possible that at the interior @f(w) there are stil
saddle contour traversal, both the sweep cost and the sad@iBtours of valuer. Again this is done by checking a higher
contour traversal cost are a constant factor of the netwiaek s "€1ghbor ofw, sayw, whetherZ ™ (v) >« > I~ (v).

The construction cost in practice is evaluated in simutstio ~ FOr an ascending query message at a nedeupposew
stays on an arc witlp being an ascending merge saddle. Then

E. Handing noises we will check for two parents of, denoted byp:, p», whether

With real sensor data, the signal field may have noises, cauws will need to ascend on one peak or both of them. Luckily
ing lots of local optima. In practice we will de-noise thersigj this information has been disseminated for all the nodes on
field by simplifying the contour tree during construction, tthis arc. Thusw will check the value range within the interior
improve the construction efficiency. At a saddle ngdeve will  of Cy(p), C2(p) respectively. If the query value falls in the
check the values of the two peaks, p2. Say.F(p1) > F(p2). range,w will initiate an ascending query message for it. See
If F(p2) — F(q) < e andgq is at leasty hops away fronps, the red query in Figure 8 as an example of two query messages,
with £ and~ as upper bounds on the height and size of a bunope for each peak.

o If IT(q) > 2 > I~ (q), thengq initiates a query message

to be considered as noises, we consigerinsignificant and s
chop it off. See Figure 7 (i). At the saddie ¢ will detect that
ps is too small, thus it will be chopped at the value Bfq) Yool - SN
and the sweep of; will take over. 1 of i l‘~Z’? f.'
2l D1 P2 i S ":4"'
P2 Y41 P S

Fig. 8. Examples of two queries.
q q q

For an ascending query message towards say pealf
B has ascending pointers {8, this query message is simply
_ _ ~ delivered by gradient ascent routing, as the query frgm
The above operations effectively ‘smooth out’ the signahown in Figure 8. If not, then the query message will follow a
ﬁeld, g_uide_d by local geometric measures. This can substgintiour at a random value (belafi(p) and aboveF (w)) and
tially simplify the contour tree in a noisy data field. Thegjlow the index-decreasing path, in order to cross the @idg
gradient routing for iso-contour queries will miss at mas® 5,4 discover some ascending pathgitoThe descending query

(i) ii) (iii
Fig. 7. (i) a bump considerecg as noise and flatteneo?; (ii) too higheto
a noisy bump; (iii) too wide to be a noisy bump;

small components, whose sizes are controlled and . message is delivered in a symmetric manner looking for aonto
I1l. ' SO-CONTOURQUERIES components at. We may go a random number of hops further
A. Gradient Descent Routing for Iso-contour Queries after ascending pointers are discovered, in order to avwialys

The invariant we constructed so far enables an efficient gl&iNd the nodes on the ridge. To summarize,

dient routing for iso-contour queries with guaranteed sesc  « The gradient routing algorithm is completely local and
The gradient descent algorithm uses only the informatioresit distributed and successfully fin@dl contour components
at a node and its immediate neighbors. at a given query level.

Starting atq we first check whethes: is beyond the range « Every step of the routing algorithm jastified we send a
of the signal field, in which case we do not travel even one query message only when we are sure there is something
step and immediately retutth Effectively, this is by checking to be found. So no message will end up in vain.
whether I™(q) < = and Et(q) < =, or I~ (¢) > z and o The routing scheme does not have to go through the
E~(q) > «. If not, we know that there must be some non-  saddles or follow critical contours, thus does not overload
empty iso-contours at levet and we use a greedy gradient  those nodes.



We note that this iso-contour query is the most basic quenywill be the concatenation of the IDs of all the cut nodes along
of a family of queries on iso-contours. Other iso-contoutthe path fromu to the root of the decomposition tree, as well as
queries include: reporting the number of contours at valua the max/min value of the paths fromto these cut nodes. Thus
particular, is there a single contour component? Ranggelim the size of the label i©(log m). For any two nodes andt, by
gueries (count/report contours within a value range)? &loas their labels, we can immediately find the lowest level cutanod
be handled with either the iso-contour query as a subroutine shared by them. The path between them will necessarily go
or by using a similar gradient routing algorithm. We omit théhroughw. Thus by taking the union of the range of the paths
details here as the extension is relatively straight-fodwa from s,t to w, we get the value range of the path connecting

. ) s,t in the contour tree.

B. Value restricted routing With the labels pre-computed, each ngdén the contour
The contour tree can be used fealue restricted routing component will store the labels of its ascending and desognd
given a sources and destinatiort, find a path? from s to ¢t critical points. Thus one can use the labels of source and

such that at every nodeon P, a < F(x) < b, abbreviated as destinations to answer the value restricted routing regues
a < F(P) < b. Recall that the contour tree is produced by a

retraction® which maps every point on a contour component ) i )
to a point on the arc in the contour tree. Thus we have: We implemented the algorithm for constructing contour tree
and for answering iso-contour queries with gradient rautin

Lemma 3.1. For any pathP between points andt, the image Qur simulations do not take into consideration many impor-
R(P) in the tree contains the unique pathin the tree between tant networking details, e.g., packet loss, delay and oflann
R(s) andR(t). contention. This set of simulations is a proof of concept and

Theorem 3.2. A value restricted path exists in the network iims to verify the correctness of the algorithm and evalttze
and only if a value restricted path exists in the contour.tree  €@sibility of the approach on the algorithmic level.

IV. SIMULATIONS

+
Proof: In the following, we assumée-(s), F(t) € [a,b], °
since otherwise the request is clearly invalid. First, ehpat saopE 2
in the contour tree implies a path in the network. Since the tr I

is a retract of the domain, a paft in the tree is also a path in SADDLE

the network. Also it is possible to traverse franto R(s) and N

from ¢t to R(t) along C(s) and C(t) respectively. Appending o +
these toP’ gives the required path. %o vo

For the other direction, a pafh in the network implies a path

) ) (i) .
in the tree. LetP’ be the unique path betwed®(s) andR(t). Fig. 9. (i) Elevation map of West Reno (obtained from usgs.gov). (ii
The critical points discovered by our contour tree algonitivith a

Then by lemma 3.1P" C R(P). SinceVp, F(R(p)) = F(P), 2500 node sampling.

we havemax(F) < max(R(P)) = max(P) andmin(P’) = jpjess specified otherwise, the simulation setup consfsts o

min(R(P)) = min(P). o 1600 nodes, deployed in a 16 units by 16 units square region
The results have ? number of implications. The CONtOYfish unit disk graph as the communication model. Nodes are

components on pati’ on the contqur tree are ones.that an}ﬂeployed in a perturbed-grid distribution, where each nisde

path froms to ¢ in the network must intersect. In moving fromassigned a random position within its grid square. The @eera

s to ¢ along any path, we can kgep record of number of UMeRimber of neighbors per node is about 21. The sensors sample
each component appears, or simply push and pop them %fdtn a continuous signal field shown as in Figure 10 (i).
stack. The ones remaining in the stack at the end constit%eprepmCessing cost for contour tree construction

the pathP’. Thus, a value restricted path can be obtained by ) )
deforming any path connecting source and destination. We first evaluate the cost of contour tree construction. We

To answer the value restricted routing problem in a sens¥@'y the number of nodes with the same signal field and count
network, if we disseminate the entire contour tree to eveen the total number of messages, assuming a broadcast medium.
the a route in the network can be found in a greedy manner_‘&/o“r implementation, a random node on the sweep frontier
following the contour components connecting the source affdSelected to become swept. The number of messages grows
destination. If we do not store the entire tree at every sensiearly in the number of nodes as shown in Figure 10 (ii). The
we can develop a node labeling scheme, such that by usfif!Stant factor is aboui~ 7.
the labels of source and destination we can tell whetherta p& Cost of iso-contour queries
exists or not. We compare the cost of gradient routing versus a global

Given a contour tree withn vertices, we first do a balancedsolution of using the minimum spanning tree to connect the
decomposition of the tree. For any tree there is a cut nodpjery nodeqg and all the nodes on the iso-contour at value
whose removal will leave subtrees each of size no more thanwhich is a 2-approximation of the minimum Steiner tree,
2/3 of the total vertices. Repeatedly partition each sehtiveget the optimal (minimum cost) solution if the full knowledge of
a balanced decomposition of deftly m. The label of a node the signal field is available. We take 300 random queries with
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