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ABSTRACT

We present two methods for accurate gradient estimation from
scalar field data sampled on regular lattices. The first method is
based on the multi-dimensional Taylor series expansion of the con-
volution sum and allows us to specify design criteria such as com-
pactness and approximation power. The second method is based on
a Hilbert space framework and provides a minimum error solution
in the form of an orthogonal projection operating between two ap-
proximation spaces. Both methods lead to discrete filters which can
be combined with continuous reconstruction kernels to yield highly
accurate estimators as compared to the current state of the art. We
demonstrate the advantages of our methods in the context of volume
rendering of data sampled on Cartesian and Body-Centered Cubic
lattices. Our results show significant qualitative and quantitative
improvements for both synthetic and real data, while incurring a
moderate preprocessing and storage overhead.

1 INTRODUCTION

Volumetric data, typically given on a discrete lattice, is perceived as
a continuous data type and therefore requires the algorithms work-
ing on them to model the data as if it were given in a continuous
domain. Hence, interpolation and reconstruction are the key as-
pects of any volumetric manipulation and have a tremendous im-
pact on the quality and efficiency of the underlying visualization
task. While there has been a large body of work on interpolation
and reconstruction filter design, in many tasks we also need sec-
ondary information of the volumetric data such as histograms for
data exploration or gradients for shading. One could simply take an
interpolation filter and consider its analytical derivative as a proper
derivative filter. However, this approach is not only computation-
ally inefficient since it requires additional interpolations to be per-
formed, it also unnecessarily constrains the conditions on accuracy
and smoothness. Hence, a separate design of gradient estimation
schemes can lead to much better results.

In this paper, we shall consider the design of gradient estima-
tion schemes for data sampled on a regular lattice. In particular, we
consider two competing designs. On the one hand, we explore a
design based on a Taylor series expansion which leads to computa-
tionally efficient discrete derivative kernels that can be used on the
fly without pre-computing gradients in a gradient volume. On the
other hand, we consider the idea of prefilters which typically yield
tremendous improvement of image quality, but have to be applied
in a pre-processing step and need to be stored in a gradient volume
in order to be computationally feasible.
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2 GRADIENT ESTIMATION SCHEMES
2.1 Taylor Series Approach

This approach is motivated by the 1D analysis of Moller et al. [1,2].
Particularly, we extend their analysis to multiple dimensions in or-
der to facilitate the design of derivative filters for arbitrary lattices.

Let £ denote the d-dimensional lattice generated by the matrix
L. We can decompose a multidimensional function f at a lattice
site, Lk (k € Z%), about € R into a Taylor series as

Lk —x)" .
f(Lk) = Zn %D f(z). Q)]
where n. € N¢ and D™ is a cascaded partial differential operator
defined as D™ () := (82:711,1 ai;iz ai:id) (+). Vector facto-

rial and vector exponent have the usual multi-index interpretation,
ie. nl = Hi:l nk!, and v™ = HZ:1 v, *. The usual convolu-
tion representation of the function reconstructed from its samples is
defined as

fr@) = Y, Sik) (SR )
where h is a scalar parameter that controls the sampling rate and w
is a reconstruction filter defined for £. Substituting (1) into (2) we

obtain
Y(@) =) D"f(x) ay(), 3)

where a,, (), hereinafter referred to as Taylor-coefficient, is de-
fined as

hLk — x)™ x — hLk
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This equation forms the basis of our filter design and classifica-

tion approach. As argued by Moller et al. [2], using the analytic

derivative of the interpolation filter to estimate gradients may not

always be superior to using a combination of a discrete derivative

filter and a continuous interpolation filter. Therefore, we seek to

use the above equation to design discrete derivative filters. This is
tantamount to setting © = 0, thus yielding

hn
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where A denotes a discrete filter defined on the lattice sites. This
equation forms a system of linear equations where we set values for
ay, a priori and seek to find the unknowns A (L (—k)). The num-
ber of equations is determined by how many a4 are fixed, which
in turn is governed by the approximation order of the filter. The
number of unknowns is given by how many different k vectors, i.e.
neighbourhood of the filter, we want to restrict the filter to. This
parameter therefore decides the support of the discrete filter. For
instance, for a fourth order discrete derivative filter along x on the
BCC lattice, we need to impose the conditions,

ah =0,Yne{meN:|m|, <4andm #[1,0,0]}

ap =1,m=11,0,0
and solve the resulting system of linear equations. The resulting
filter can further be optimized by reducing the error in the 5th poly-
nomial order. Likewise filters of varying orders for different lattice
types can be similarly obtained. Some examples are provided in the
accompanying poster.



2.2 Orthogonal Projections

A very useful gradient estimation strategy comes from the Hilbert-
space formulation of signal processing [3]. We shall restrict atten-
tion to real-valued functions that reside in the Hilbert space L2 (R?)
where we denote the inner product between two functions f and g
as (f,9) == [gs [( z)dz.

In Vlsuahzatlon we are typlcally interested in the Hilbert space
formed by the shifts, on a regular lattice, of a generating function
(reconstruction filter). A function is approximated by projecting it
onto this space. The quality of the approximation is governed by the
type of projection. An orthogonal projection gives a minimum error
solution but can be computationally more expensive. On the other
hand, an oblique projection is computationally faster but is not as
accurate. This formulation encompasses the traditional Shannon’s
view as well. In particular, when the generating function is the
sinus cardinalis, an orthogonal projection is equivalent to applying
an ideal prefilter before sampling.

In order to find derivative filters that can be combined with a con-
tinuous generating function, we first approximate a given sampled
sequence in an intermediate approximation space and then orthog-
onally project the gradient of the approximation to the target ap-
proximation space, the space in which the generating function lies.
Let f[k] = f(hLk) denote the given sampled sequence. We can
express the first-stage approximation of f as

filz) = Zk ci[k]thn i (x) = Zk(f #p1) (k] Yn (), (6)

where x, in this context, denotes the discrete convolution operation.
As can be seen from the above equation, the first-stage approxima-
tion space is spanned by the dilated and shifted versions vy, & () of
the generator function () (in particular, p x (x) = ¥ (7 — Lk)
where k € Z3). The coefficient sequence c; is obtained from the
sampled sequence f through the application of a suitable digital
prefilter pi. This prefilter ensures that the first stage approxima-
tion exactly interpolates the function values at the lattice sites. This
prefiltering operation can be efficiently performed in the Fourier-
domain [3].

In order to approximate the gradient of the original function
f(x), we take the gradient of the first-stage approximation f; and
orthogonally project it onto the space spanned by the dilated and
shifted versions of the target generating function (). This is tan-
tamount to performing three orthogonal projections, one for each
component of the gradient. Let 0; f denote the partial derivative
g—zfi, i € {1,2,3}. The orthogonal projection is equivalent to
computing the inner product of 9; f1 with the bi-orthogonal dual
of pn ik [3]. After expanding 0; f1 in terms of its first-stage approx-
imation, the resulting second-stage approximation can be written
as
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where d; is a digital derivative filter given by the inner product
di[n] := (8;¢¥n, n.n). The basis function ¢ represents the bi-
orthogonal dual of ¢ and satisfies the relationship (Ph k, ©n1) =
5k—l-

In order to have faithful approximations, ¢ should be chosen
so that it has a higher approximation order as compared to ¢. On
the other hand, when visual quality and efficiency are important,
1) can be chosen so that it has comparable smoothness properties.
Once 7 and ¢ have been chosen, the remaining key step in the
above scheme is the evaluation of the inner product (??) that yields

zwh,nu ¢h,k>(ph,k (il?)
7
(0in, Phk—m ) Pn k()

the discrete derivative filter d;. We have used the tensor-product
B-splines on the CC lattice as well as four-directional box-splines
on the BCC lattice to design derivative filters that implement the
above two-stage approximation scheme. Examples of our filters are
provided in the accompanying poster.

3 RESULTS AND CONCLUSION

We evaluated the performance of our filters by volume rendering
shaded isosurface images of both synthetic and real volumetric data.
We kept the underlying scalar data interpolation the same (tricubic
B-spline on CC and quintic box-spline on BCC) and investigated
how the quality of the images changes with different gradient filters.

The gradient filters derived according to the Taylor-series recipe
have compact support. We implemented these filters with a straight-
forward discrete convolution in a pre-processing step. However,
these filters are sufficiently compact so that, when storage is lim-
ited, on-the-fly computation is also feasible. On the other hand, the
orthogonal projection fitlers have comparatively large support and
need to be combined with an all-poles prefilter. To efficiently im-
plement these filters, we employed the multi-dimensional discrete
Fourier transform in a pre-processing step and stored the result in a
gradient volume. Gradients were then estimated by simply interpo-
lating the gradient volume.

Our tests on synthetic data indicate the superiority of the BCC
lattice, the 2nd and 4th order BCC Taylor filters clearly outper-
form the corresponding CC Taylor filters (2nd and 4th order cen-
tral differencing respectively) both qualitatively and quantitatively.
We observed some rippling artifacts when estimating the derivative
on the BCC lattice by locally computing the derivative of the in-
terpolation kernel. These artifacts were not observed for CC. The
higher order orthogonal projection filters showed the best results
overall with significant quantitative and qualitative improvements
over their Taylor counterparts. However, these improvements come
at a significant storage overhead.

We also rendered isosurface images of the carp and bunny data
sets obtained through CT scans. We observed that the 4th order Tay-
lor filter on CC shows some slight detail enhancement as compared
to the 2nd order Taylor filter, specially in high frequency regions.
With the orthogonal projection filter, image quality is appreciably
enhanced with significant improvements in image contrast and de-
tail.

We have presented an overview of two gradient estimation meth-
ods. We believe that these methods have a broad range of applica-
bility as they give the practitioner the flexibility to suit their needs.
We extended the 1D Taylor series framework to multiple dimen-
sions and used it to design compact filters that can be computed
on the fly. We also considered the idea of prefilters and derived
high quality filters using tensor-product B-splines on CC and box
splines on BCC. Our results reveal that, when accuracy and quality
are crucial, a filter based on the Hilbert space framework should
be employed to appreciably improve image quality at a price of in-
creased storage overhead. We plan to carry out more extensive tests
to carefully assess the the storage and runtime requirements of these
filters.
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